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Abstract. Visual salience detection originated over 500 million years ago and

is one of nature’s most efficient mechanisms. In contrast, many state-of-the-art

computational saliency models are complex and inefficient. Most saliency models

process high-resolution color images; however, insights into the evolutionary ori-

gins of visual salience detection suggest that achromatic low-resolution vision is

essential to its speed and efficiency. Previous studies showed that low-resolution

color and high-resolution grayscale images preserve saliency information. How-

ever, to our knowledge, no one has investigated whether saliency is preserved in

low-resolution grayscale (LG) images. In this study, we explain the biological

and computational motivation for LG, and show, through a range of human eye-

tracking and computational modeling experiments, that saliency information is

preserved in LG images. Moreover, we show that using LG images leads to sig-

nificant speedups in model training and detection times and conclude by propos-

ing LG images for fast and efficient salience detection.
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1 Introduction

Visual scenes often contain more items than can be processed concurrently due to the

visual system’s limited processing capacity [1]. Visual salience (or attention) detection

is a cognitive mechanism that efficiently deals with this capacity limitation by select-

ing relevant or salient information, while ignoring irrelevant information [1]. Salience

detection is a fundamental vision mechanism present in many sighted organisms. Even

insects, despite having significantly smaller brains and dissimilar eyes to vertebrates,

can detect salient stimuli in their visual field [2, 3,4]. Salience detection can be crudely

divided into bottom-up and top-down mechanisms. Bottom-up salience is stimulus and

feature-driven, and responsible for automatic, involuntary rapid shifts in attention and

gaze. In contrast, top-down salience is task-driven, experience-based, and varies be-

tween individuals [5].

Recently, deep neural networks have achieved state-of-the-art performance on var-

ious saliency benchmarks [6, 7, 8, 9]. Nevertheless, this success comes at high com-

putational costs [10, 11]. Training and running these networks is time- and resource-

intensive, which is not easily scalable to resource-limited devices [10]. Processing high-

resolution or stacked multi-resolution color images contributes to these limitations [12].
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In contrast, natural visual salience detection proves to be much more efficient. A deeper

understanding of the evolutionary origins of visual salience detection suggests that

bottom-up saliency is computed from achromatic low-resolution information [13].

Previous studies have shown that low-resolution color (LC) [14, 15, 16] and high-

resolution grayscale (HG) [17, 18, 19, 20, 21, 22] images preserve saliency information,

yet are significantly more computationally attractive than high-resolution color (HC)

images. Low-resolution grayscale (LG) images are even more computationally attrac-

tive, compared to LC and HG images. Nevertheless, to our knowledge, no one has inves-

tigated whether saliency information is preserved in LG images. In this study, we there-

fore investigate saliency preservation in LG images, and present the following three

contributions: (1) linking low-resolution grayscale information with the bio-inspired

evolutionary origins of visual saliency, (2) assessing the preservation of saliency infor-

mation in low-resolution grayscale images, and (3) proposing low-resolution grayscale

images for fast and efficient saliency detection. Therefore, based on a deeper under-

standing of the evolutionary origins of visual saliency, together with knowledge gained

from studies investigating salience preservation in LC and HG images, we hypothesize

that saliency information is well-preserved in LG images.

2 Related Work

2.1 Fixations on Low-Resolution Images

Judd et al. [14] investigated how well fixations on LC images predict fixations on the

same images in HC. They found that fixations on LC images (76× 64 pixels) can pre-

dict fixations on HC images (610 × 512 pixels) quite well (AUC-Judd [14] > 0.85).

However, they did not investigate the HC fixation-predictability of LG images, nor did

they mention any biological plausibility for deciding to investigate fixations in LC im-

ages. Nevertheless, they concluded that working with fixations on LC instead of HC

images could be perceptually adequate and computationally attractive, which is part of

our motivation for pursuing this study.

2.2 Multi-Resolution Approaches

Deep artificial neural networks are not inherently scale-invariant [23]. Therefore, multi-

resolution models are often used to capture saliency at different scales. Advani et al.

[24] presented a multi-resolution framework for detecting visual salience where res-

olution degrades further away from the point of fixation represented as a three-level

architecture: a central high-resolution fovea (960 × 960 pixels), a mid-resolution filter

(640× 640 pixels), and a low-resolution region (480× 480 pixels). They found signif-

icant computational benefits using this model, but only investigated color images and

ignored the achromaticity of peripheral vision.

Shen et al. [15] went a step further and modeled the visual acuity of the parafovea

and periphery as a stack of multi-scale inputs. They extracted multi-resolution image

patches in multiple visual acuity on the same image from fixation targets and non-target

locations based on the sunflower model of retina [25, 26, 27]. However, despite finding
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comparable performance to higher-resolution models, they too only investigated color
images, and overlooked the fact that the parafovea and periphery predominantly pro-
cesses achromatic information [13]. Furthermore, multi-scale models need to process
and train on the same image multiples times at different resolutions, which is compu-
tationally unattractive. Therefore, the ideal input image has the lowest resolution and
smallest color space that preserves saliency.

2.3 Fixations in Grayscale

Colour processing in chromatic vision conveys processing advantages when combined
with brightness information and higher level cognitive in�uences (e.g. top-down task-
driven visual search [28]). Nevertheless, colour information alone is poor at object de-
tection tasks or enabling spatial resolution [29,30,31].

Hamel et al. [19] investigated the role of color in visual attention by comparing
eye movements across different participants viewing color and grayscale videos. They
found color to only have a modest effect in predicting salience. However, they only
investigated high-resolution images, leaving the in�uence of color in low-resolution
images a gap for us to �ll.

Yang et al. [32] also investigated whether saliency information is preserved in
grayscale images using a novel minimization function. They showed that saliency is
well-preserved in grayscale images of the same resolution, but did not extend their in-
vestigation to lower resolutions, which our study aims to do.

3 Evolutionary Origin of Visual Saliency

� � �

� � �

Fig. 1. Hypothetical stages of the evolution of vertebrate vision. This �gure panel shows a series
of photographic reconstructions of how the vertebrate eye is hypothesized to have evolved, and
what that vision hypothetically looked like from an animal's point of view. Static images adapted
from Cosmos: A Spacetime Odyssey (Some of the Things that Molecules do)[33].






























