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Abstract. Existing research studies on vision and language grounding
for robot navigation focus on improving model-free deep reinforcement
learning (DRL) models in synthetic environments. However, model-free
DRL models do not consider the dynamics in the real-world environ-
ments, and they often fail to generalize to new scenes. In this paper,
we take a radical approach to bridge the gap between synthetic studies
and real-world practices—We propose a novel, planned-ahead hybrid re-
inforcement learning model that combines model-free and model-based
reinforcement learning to solve a real-world vision-language navigation
task. Our look-ahead module tightly integrates a look-ahead policy model
with an environment model that predicts the next state and the reward.
Experimental results suggest that our proposed method significantly out-
performs the baselines and achieves the best on the real-world Room-to-
Room dataset. Moreover, our scalable method is more generalizable when
transferring to unseen environments.
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1 Introduction

It is rather trivial for a human to follow the instruction “Walk beside the out-

side doors and behind the chairs across the room. Turn right and walk up the

stairs...”, but teaching robots to navigate with such instructions is a very chal-
lenging task. The complexities arise from not just the linguistic variations of
instructions, but also the noisy visual signals from the real-world environments
that have rich dynamics. Robot navigation via visual and language grounding is
also a fundamental goal in computer vision and artificial intelligence, and it is
beneficial for many practical applications as well, such as in-home robots, hazard
removal, and personal assistants.

Vision-and-Language Navigation (VLN) is the task of training an embodied
agent which has the first-person view as humans to carry out natural language
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Fig. 1: An example of our task. The embodied agent learns to navigate through
the room and arrive at the destination (green ) by following the natural lan-
guage instructions.Red and blue arrows match the orientations depicted in the
pictures to the corresponding sentence.

instructions in the real world [3]. Figure 1 demonstrates an example of the VLN
task, where the agent moves towards to the destination by analyzing the visual
scene and following the natural language instructions. This is di�erent from some
other vision & language tasks where the visual perception and natural language
input are usually �xed ( e.g. Visual Question Answering). For VLN, the agent
can interact with the real-world environment, and the pixels it perceives are
changing as it moves. Thus, the agent must learn to map its visual inputto the
correct action based on its perception of the world and its understanding of the
natural language instruction.

Although steady progress has been made on the natural language command
of robots [5, 16, 41, 21], it is still far from perfect. Previous methods are mainly
employing model-free reinforcement learning (RL) to train the intelligent agent
by directly mapping raw observations into actions or state-action values. But
model-free RL does not consider the environment dynamics and usually requires
a large amount of training data. Besides, most of them are evaluated only in
synthetic rather than real-world environments, which signi�cantl y simpli�es the
noisy visual & linguistic perception problem, and the subsequent reasoning pro-
cess in the real world.

It is worth noticing that when humans follow the instructions, however, they
do not solely rely on the current visual perception, but also imagine what the
environment would look like and plan ahead in mind before actually performing
a series of actions. For example, in baseball, the catcher and the out�eld players
often predict the direction and the rate of speed that the ball will tr avel, so they
can plan ahead and move to the expected destination of the ball. Inspired by this
































