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Some supplementary materials are provided to further validate the proposed
approach. The supplementary materials include:

1. the experimental details of our approach, which have not been included in
our manuscript, in Sec. 1;

2. more experimental results on the New Collective Activity dataset and the
comparison with the state-of-the-art works in Sec. 2.

3. the confusion matrices for group activity recognition on Volleyball, Collective
Activity, and New Collective Activity are provided in Sec. 3;

4. some qualitative results of the group activity recognition by our approach in
Sec. 4.

1 Experimental Settings

For the Volleyball dataset, we use the bounding box annotation provided in
the middle frame in each video clip. Same as [1], the positions of all players
in the other frames are obtained by an appearance-based tracker [2]. Follow-
ing [1], the group activity and individual action classification results for every
video are based on the ten middle frames. For the Collective Activity dataset,
we use the bounding box annotation and the tracklets provided in [3]. For the
intermittently observable actors, we use the tracker information provided by the
datasets to compute temporal self-attention and use the duplicates of those from
the previous frames in case of missed detection. If there are fewer actors than
N throughout the temporal window, we use zero vectors to fill the rest of ac-
tors’ features B. In fact, instead of using a fixed number of actors, N , and a
fixed number of temporal window for all actors, M , our network can use dif-
ferent number of actors in each frame and different temporal window for each
actor by calculating the temporal and spatial self-attention node-by-node. How-
ever, it does not leverage parallel computation for faster inference and training
convergence.
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2 A New Dataset

Here, we also assess our approach on the less well-known New Collective Ac-
tivity dataset [3], which is comprised of 32 videos. There are 6 group activity
categories: gathering, talking, dismissal, walking together, chasing and queuing,
and 3 individual action labels: walking, standing still, and running. This dataset
provides bounding box annotation and trajectory data. The simulations mainly
follow the protocols and evaluation metrics provided by the New Collective Ac-
tivity dataset [3, 4].

We compare the proposed methods with the state-of-the-art works which
reported their performance on this dataset, including Recurrent Modelling [5],
HiRF [6], and StagNet [4], as shown in Table 1, from which we can see that
Recurrent Modelling [5] is the worst as it does not consider the spatial relational
structure of actors. HiRF [6] achieves better performance by constructing a hi-
erarchical modelling of group activities based on several sub-activities. StagNet
[4] improves the performance by using a structural recurrent neural network and
an attention mechanism to model the spatial relationships of actors for more
accurate group activity recognition. Our approach outperforms all of the afore-
mentioned methods by leveraging the spatial relational contexts and temporal
evolution of actors at various distances using self-attention augmented CRF.
Moreover, it exploits the temporal dependency of the relational context and
scene information using the bidirectional UTE.

3 Confusion Matrices

In this part, we provide the confusion matrices for group activity recognition
with our approach on three datasets. We first consider Volleyball, as shown in
Fig. 1, from which we can observe that the accuracy of our approach can achieve
at least 89% for every class. Our approach can distinguish well between the
group activities by the right team such as ‘Right setting’ and the left team such
as ‘Left setting’. This is because our self-attention augmented CRF considers
the locality of the actors when modelling their relationships. Most of the errors
come from misclassification of ‘right setting’ as ‘right passing’ or ‘left setting’ as
‘left passing’, which share similar actors’ positions and appearances. However,
our approach can still achieve relatively high accuracy in these hard cases, as our
self-attention augmented CRF also models the temporal evolution of actors and
employs the bidirectional UTE to leverage the temporal dependency of the scene
and relational context information, which are crucial in classifying activities with
similar spatial positions and appearances.

Next, the confusion matrix for group activity recognition on Collective Ac-
tivity is shown in Fig. 2, from which we can see that our method can achieve
more than 93% of accuracy, except for ’Waiting’ and ’Crossing’. Since the pair-
wise energies of our self-attention augmented CRF models the relationships of
actors based on multiple cliques with different locality scales, our approach can
still differentiate ‘Crossing’ from ‘Walking’ well, which are relatively difficult
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Table 1: Comparison with the state-of-the-art methods on New Collective Ac-
tivity. The best results are bold-faced.

Method Backbone
Accuracy

Group Activity

Recurrent Modelling (RGB + Flow) [5] AlexNet + GoogleNet 85.2
HiRF [6] Deformable Part based Model 87.3

StagNet w/ Attention (RGB) [4] VGG16 90.2

Ours (RGB + Flow) I3D + FPN 93.4

Fig. 1: Confusion matrix on the Volleyball dataset.

to distinguish as both classes have similar actors’ movements and appearances.
This is because, aside from modelling the spatial relationships of actors, we also
model the temporal evolution of actors and simultaneously aggregate the rela-
tional contexts of actors and the scene information using the bidirectional UTE.
However, ‘Waiting’ can be easily confused with ‘Crossing’ and ‘Walking’ as they
have similar appearances and sometimes it is concurrent with those classes.

Lastly, we consider the confusion matrix on New Collective Activity, as shown
in Fig. 3, from which we can see that our method can achieve more than 95%
of accuracy, except for ‘Gathering’ and ‘Dismissal’. This is because ‘Gathering’
can be easily confused with ‘Talking’ as these group activity categories have
similar appearances in crowded scenes. Also, ‘Dismissal’ is usually concurrent
with ‘Talking’ or ‘Walking’. On the other hand, our approach can distinguish
well between ‘Walking’ and ‘Chasing’ as we model the temporal evolution of
the actors and their spatial relational contexts along with the scene information
using the self-attention augmented CRF and bidirectional UTE.

4 Qualitative Analysis

We show some qualitative results of our group activity recognition approach on
the Volleyball and Collective Activity datasets. First, some qualitative results
on Volleyball are shown in Fig. 4, from which we can see that our framework
can distinguish between the same group activities performed by two different
teams such as ‘Left setting’ and ‘Right setting’, as shown in Fig. 4 (a) and (b).
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Fig. 2: Confusion matrix on the Collective Activity dataset.

Fig. 3: Confusion matrix on the New Collective Activity dataset.

This is because our self-attention augmented CRF considers the relationships
of actors with different scales of locality. Our approach can also differentiate
group activities with similar actors’ appearances and cues such as ‘Left setting’
and ‘Left passing’ because we also model the temporal evolution of actors and
provide their spatial relational contexts to obtain a more accurate classification.

Next, some qualitative results on Collective Activity are also furnished in
Fig. 5, from which we can see that our approach can differentiate ‘Crossing’
from ‘Waiting’ or ‘Walking’, all of which share similar appearances and move-
ments. This is because our approach incorporates self-attention augmented CRF
to model the relational contexts of actors while modelling their temporal depen-
dency.
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(b)

(c)
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Fig. 4: Some successful group activity recognition results by our approach on
Volleyball; the group activity prediction and the ground truth are in the top left
and right of every image, respectively; the individual action classification is in
white while the incorrect classification is in red boxes.
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Fig. 5: Some successful group activity recognition results by our approach on
Collective Activity; the group activity prediction and the ground truth are in the
top left and right of every image, respectively; the individual action classification
is in white while the incorrect classification is in red boxes.
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