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1 Discussions

1.1 Why does SynthCP work better?

Current approaches, such as MSP, TCP and MCDropout, mainly focus on im-
proving failure detection with self-estimated statistics. However, deep networks
tend to yield high confidence prediction [3, 4], thus self-estimated statistics are
not trustable. The approaches that leverage extra data [5] or alternating train-
ing strategies [3] can alleviate this problem. We propose to solve this problem
from another prospective - analyzing the performance of deep discrim-
inative models by generative models, the reverse procedure that models
the conditional data distribution prior P (x|y). SynthCP models P (x|y) with a
cGAN, which is proved to be beneficial to both failure and OOD detection of
segmentation models.

1.2 Extra computational cost.

There are two steps that requires extra computation besides the original segmen-
tation network (M , latency T ) in SynthCP - GAN reconstruction (G) and the
comparison function computation for failure detection/anomaly segmentation.
Since M and G are mutually inverse procedures, the inference time should be in
the same magnitude. Compared to M or G, the inference time of the failure de-
tection network and distance computation for anomalies are insignificant. So the
overall extra computational cost for our framework is the T . Compared to other
approaches, MSP based approaches [4, 5] are the most efficient. VAE alarm [7]
and the AE-based approach [1] both need a separate network, basically have the
same latency as ours. Dropout based approaches [2,6] require multiple sampling
of a segmentation network, which typically consumes more than time of 10T .

1.3 Detecting failures of unseen models

We provide additional results for testing the generalizability of our failure detec-
tion system. We train the model on Deeplab-v2 predictions and test on FCN-8
predictions. Then we do the opposite. As shown in Table 1, our results in compa-
rable to Table 1 in the main paper. This illustrate our failure detection framework
is generalizable, making it possible to build a general failure detection system
without additional training on an unseen segmentation algorithm.
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Table 1. Results for cross-approach direct testing. The �rst row means we train on
"Deeplab-v2" results and detect failures on "FCN-8" results and the second row means
the opposite. The results show that our approach has good generalizability and il-
lustrate our potential to build a general failure detection system without additional
training on a separate segmentation algorithm.

image-level

train test MAE↓ STD↓ P.C.↑ S.C.↑
Deeplab-v2 FCN-8 12.91 11.41 65.34 63.60
FCN-8 Deeplab-v2 14.73 13.05 60.79 61.01

pixel-level

train test AP-Err↑ AP-Suc↑ AUC↑ FPR95↓
Deeplab-v2 FCN-8 53.12 99.10 92.29 23.51
FCN-8 Deeplab-v2 49.34 99.32 92.85 22.06

1.4 Adding image style encoder

Since the generator G does not guarantee the same style between x and x̂ which
increases the difficulty of the comparison module, we try to mitigate the effect by
using an image encoder version of SPADE [8]. We hope the encoder can encode
the style and generate images condition on segmentation map with the same
style. However, the performance is not satisfactory (AUPR-Error experiences a
subtle drop from 55.53 to 55.22). We hypothesize that the style encoder may also
encode content (semantic) information and “cheat” to synthesize image without
the segmentation mask, thus make the generator “less conditional”.

1.5 GAN type

We assume a stronger GAN would yield better synthesis, and thus choose the
state-of-the-art SPADE model [8] for all the main experiments. We also tried
a weaker generator - pix2pixHD [9]. It turns out that the synthesis quality is
far from satisfactory when the generator takes the prediction ŷ as input. Some
examples are shown in Fig 1. Under the same settings (FCN8 and pixel-level
failure detection), the AUPR of pix2pixHD model is only 51.31, which is close
to the baseline “direct prediction” (AUPR: 52.17). We thus conclude that a
stronger generator benefits our failure detection scheme.

2 More visualization on Cityscapes and StreetHazards

We show more visualizations on Cityscapes failure detection (Fig 2) and Street-
Hazards anomaly segmentation (Fig 3).

3 Per-class IoU

We provide additional results for failure detection on the Citysapces dataset.
In the main paper, we only provide results for the average of each class. Here,
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Fig. 1. Some examples of the synthesized images using Pix2pixHD [9]. These synthe-
sized images are not informative enough for failure detection, if using our proposed
comparison module.

detailed per-class results for all the four metrics (MAE, STD, PC and SC) are
shown in Table 2, 3, 4, 5.



4

!"#$% &#'%( )%$"%*+#+,-* ).*+/%0,0 122-2 "#3 452 62%7,8+,-*

Fig. 2. Visualization on the Cityscapes dataset for pixel-level error map prediction .
For each example from left to right (top), we show the original image, ground-truth
label map, segmentation prediction, synthesized image conditioned on the segmentation
prediction, (ground-truth) errors in the segmentation prediction and our pixel-level
error prediction.

Image SynthesisLabel Segmentation 1-MSP SynthCP

Fig. 3. Visualizations on the StreetHazards dataset. For each example, from left to
right, we show the original image, ground-truth label map, segmentation prediction,
synthesized image conditioned on segmentation prediction, MSP anomaly segmentation
prediction and our anomaly segmentation prediction.


