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Abstract. Convolutional neural networks (CNNs) have been success-
fully used in a range of tasks. However, CNNs are often viewed as “black-
box” and lack of interpretability. One main reason is due to the filter-class
entanglement – an intricate many-to-many correspondence between fil-
ters and classes. Most existing works attempt post-hoc interpretation on
a pre-trained model, while neglecting to reduce the entanglement under-
lying the model. In contrast, we focus on alleviating filter-class entangle-
ment during training. Inspired by cellular differentiation, we propose a
novel strategy to train interpretable CNNs by encouraging class-specific
filters, among which each filter responds to only one (or few) class. Con-
cretely, we design a learnable sparse Class-Specific Gate (CSG) structure
to assign each filter with one (or few) class in a flexible way. The gate
allows a filter’s activation to pass only when the input samples come
from the specific class. Extensive experiments demonstrate the fabu-
lous performance of our method in generating a sparse and highly class-
related representation of the input, which leads to stronger interpretabil-
ity. Moreover, comparing with the standard training strategy, our model
displays benefits in applications like object localization and adversarial
sample detection. Code link: https://github.com/hyliang96/CSGCNN.

Keywords: class-specific filters, interpretability, disentangled represen-
tation, filter-class entanglement, gate

1 Introduction

Convolutional Neural Networks (CNNs) demonstrate extraordinary performance
in various visual tasks [23, 17, 13, 16]. However, the strong expressive power of
CNNs is still far from being interpretable, which significantly limits their ap-
plications that require humans’ trust or interaction, e.g., self-driving cars and
medical image analysis [8, 3].

∗Haoyu Liang and Zhihao Ouyang contributed equally.
†Hang Su and Jun Zhu are corresponding authors.
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In this paper, we argue that filter-class entanglement is one of the most
critical reasons that hamper the interpretability of CNNs. The intricate many-
to-many correspondence relationship between filters and classes is so-called filter-
class entanglement as shown on the left of Fig.1. As a matter of fact, previous
studies have shown that filters in CNNs generally extract features of a mix-
ture of various semantic concepts, including the classes of objects, parts, scenes,
textures, materials, and colors [45, 2]. Therefore alleviating the entanglement
is crucial for humans from interpreting the concepts of a filter [45], which has
been shown as an essential role in the visualization and analysis of networks [30]
in human-machine collaborative systems [41, 44]. To alleviate the entanglement,
this paper aims to learn class-specific filter which responds to only one (or few)
class.

Usually, it is non-trivial to deal with the entanglement, as many existing
works show. (1) Most interpretability-related research simply focuses on post-
hoc interpretation of filters [2, 36], which manages to interpret the main semantic
concepts captured by a filter. However, post-hoc interpretation fails to alleviate
the filter-class entanglement prevalent in pre-trained models. (2) Many VAEs’
variants [18, 6, 20, 9, 24] and InfoGAN [10] try to learn disentangled data rep-
resentation with better interpretability in an unsupervised way. However, they
are challenged by [25], which proves that it’s impossible unsupervised to learn
disentangled features without proper inductive bias.

Despite the challenges above, it’s reasonable and feasible to learning class-
specific filters in high convolutional layers in image classification tasks. (1) It
has been demonstrated that high-layer convolutional filters extract high-level
semantic features which might relate to certain classes to some extent [40]; (2)
the redundant overlap between the features extracted by different filters makes
it possible to learn specialized filters [31]; (3) specialized filters demonstrate
higher interpretability [45] and better performance [31] in computer vision tasks;
(4) [19, 38, 28] successfully learn class-specific filters in high convolution layers,
though, under an inflexible predefined filter-class correspondence.

Therefore, we propose to learn class-specific filters in the last convolutional
layer during training, which is inspired by cellular differentiation [35]. Through
differentiation, the stem cells evolve to functional cells with specialized instincts,
so as to support sophisticated functions of the multi-cellular organism effectively.
For example, neural stem cells will differentiate into different categories like
neurons, astrocytes, and oligodendrocytes through particular simulations from
transmitting amplifying cells. Similarly, we expect the filters in CNN to “dif-
ferentiate” to disparate groups that have specialized responsibilities for specific
tasks. For specifically, we encourage the CNN to build a one-filter to one-class
correspondence (differentiation) during training.

Specifically, we propose a novel training method to learn class-specific filters.
Different from existing works on class-specific filters that predefine filer-class
correspondence, our model learns a flexible correspondence that assigns only a
necessary portion of filters to a class and allows classes to share filters. Specif-
ically, we design a learnable Class-Specific Gate (CSG) structure after the last
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Fig. 1. The motivation of learning class-specific filters. In a normal CNN, each fil-
ter responds to multiple classes, since it extracts a mixture of features from many
classes [45], which is a symptom of filter-class entanglement. In contrast, we enforce
each filter to respond to one (or few) class, namely to be class-specific. It brings better
interpretability and class-related feature representation. Such features not only facili-
tate understanding the inner logic of CNNs, but also benefits applications like object
localization and adversarial sample detection.

convolutional filters, which assigns filters to classes and limits each filter’s acti-
vation to pass only when its specific class(es) is input. In our training process,
we periodically insert CSG into the CNN and jointly minimize the classification
cross-entropy and the sparsity of CSG, so as to keep the model’s performance on
classification meanwhile encourage class-specific filters. Experimental results in
Sec 4 demonstrate that our training method makes data representation sparse
and highly correlated with the labeled class, which not only illustrates the alle-
viation of filter-class entanglement but also enhances the interpretability from
many aspects like filter orthogonality and filter redundancy. Besides, in Sec 5 our
method shows benefits in applications including improving objects localization
and adversarial sample detection.

Contributions The contributions of this work can be summarized as:
(1) we propose a novel training strategy for CNNs to learn a flexible class-filter
correspondence where each filter extract features mainly from only one or few
classes; (2) we propose to evaluate filter-class correspondence with the mutual
information between filter activation and prediction on classes, and moreover,
we design a metric based on it to evaluate the overall filter-class entanglement in
a network layer; (3) we quantitively demonstrate the benefits of the class-specific
filter in alleviating filter redundancy, enhancing interpretability and applications
like object localization and adversarial sample detection.

2 Related Works

Existing works related to our work include post-hoc filter interpretation, learning
disentangled representation.

Post-hoc Interpretation for Filters is widely studied, which aims to in-
terpret the patterns captured by filters in pre-trained CNNs. Plenty of works
visualize the pattern of a neuron as an image, which is the gradient [40, 27, 34]
or accumulated gradient [29, 30] of a certain score about the activation of the
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neuron. Some works determine the main visual patterns extracted by a convo-
lutional filter by treating it as a pattern detector [2] or appending an auxiliary
detection module [14]. Some other works transfer the representation in CNN into
an explanatory graph [43, 42] or a decision tree [46, 1], which aims to figure out
the visual patterns of filters and the relationship between co-activated patterns.
Post-hoc filter interpretation helps to understand the main patterns of a filter
but makes no change to the existing filter-class entanglement of the pre-trained
models, while our work aims to train interpretable models.

Learning Disentangled Representation refers to learning data represen-
tation that encodes different semantic information into different dimensions. As
a principle, it’s proved impossible to learn disentangled representation without
inductive bias [25]. Unsupervised methods such as variants of VAEs [21] and
InfoGAN [10] rely on regularization. VAEs [21] are modified into many vari-
ants [18, 6, 20, 9, 24], while their disentangling performance is sensitive to hyper-
parameters and random seeds. Some other unsupervised methods rely on special
network architectures including interpretable CNNs [45] and CapsNet [33]. As
for supervised methods, [37] propose to disentangle with interaction with the
environment; [4] apply weak supervision from grouping information, while our
work applies weak supervision from classification labels.

Class-specific Filters has been applied in image and video classification
task. The existing works focus on improve accuracy, including label consistent
neuron [19] and filter bank [38, 28]. However, those works predefine an un-
learnable correspondence between filters and classes where principally each filter
responds to only one class and all classes occupy the same number of filters. In
contrast, this paper focuses on the interpretability of class-specific filters, and
we propose a more flexible correspondence where similar classes can share filters
and a class can occupy a learnable number of filters. Therefore, our learnable
correspondence helps reveal inter-class similarity and intra-class variability.

3 Method

Learning disentangled filters in CNNs alleviates filter-class entanglement and
meanwhile narrows the gap between human concept and CNN’s representations.
In this section, we first present an ideal case of class-specific filters, which is a
direction for our disentanglement training, and then we elaborate on our method
about how to induce filter differentiation towards it in training an interpretable
network.

3.1 Ideally Class-Specific Filters

This subsection introduces an ideal case for the target of our filter disentangle-
ment training. As shown in Fig.2, each filter mainly responds to (i.e. relates to)
only one class. We call such filters ideally class-specific and call disentangling
filter towards it in training as class-specific differentiation of filters.
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Fig. 2. The intuition of learning class-specific filters. In a standard CNN, a filter ex-
tracts a mixture of features from many classes [45], which is a symptom of filter-class
entanglement. In contrast, an ideally class-specific filter extracts features mostly from
only one class and a relaxed filter can be shared by few classes, For flexibility, we actu-
ally apply the relaxed class-specific filter which is allowed to be shared by few classes.
Its activation to other classes is weak and has little effect on prediction.

To give a rigorous definition of “ideally class-specific” for a convolutional
layers, we use a matrix G ∈ [0, 1]C×K to measure the relevance between filters
and classes, where K is the number of filters, C is the number of classes. Each
element Gkc ∈ [0, 1] represents the relevance between the k-th filter and c-th
class, (a larger Gkc indicates a closer correlation). As shown in Fig.3.2, the k-th
filter extracts features mainly in the c-th class iif Gkc = 1. Denote a sample in
dataset D as (x, y) ∈ D where x is an image and y ∈ {1, 2, ..., C} is the label.
Given (x, y) as an input, we can index a row Gy ∈ [0, 1]K from the matrix G,
which can be used as a gate multiplied to the activation maps to shut down
those irrelevant channels. Let ỹ be the probability vector predicted by the STD
path, and ỹG be the probability vector predicted by the LSG path where the
gate Gy is multiplied on the activation maps from the penultimate layer. Thus,
we call convolutional filters as ideally class-specific filters, if there exists a G (all
columns Gk are one-hot) that raises little difference between the classification
performance of ỹG and ỹ.

3.2 Problem formulation

In order to train a CNN towards differentiating filters to class-specific meanwhile
keep classification accuracy, we introduce a Class-Specific Gate (CSG) path in
addition to the standard (STD) path of forward propagation. In the CSG path,
channels are selectively blocked with the learnable gates. This path’s classifica-
tion performance is regarded as a regularization for filter differentiation training.

To derive the formulation of training a CNN with class-specific filters, we
start from an original problem that learns ideally class-specific filters and then
relax the problem for the convenience of a practical solution.

The Original Problem is to train a CNN with ideally class-specific filters.
See Fig.3.2 for the network structure. The network with parameters θ forward
propagates in two paths: (1) the standard (STD) path predicting ỹθ, and (2) the
CSG path with gate matrix G predicting ỹGθ where activations of the penultimate
layer are multiplied by learnable gates Gy for inputs with label y.

In order to find the gate matrix G that precisely describes the relevance be-
tween filters and classes, we search in the binary space for a G that yields the
best classification performance through the CSG path, i.e., to solve the opti-
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mization problem Φ0(θ) = min
G

CE(y||ỹGθ )1 s.t. ∀k ∈ {1, 2, ...,K}, Gk is one-hot.

Φ0 evaluates the performance of the CNN with differentiated filters. Therefore,
it is natural to add Φ0 into training loss as a regularization that forces filters to
be class-specific. Thus, we get the following formulation of the original problem
to train a CNN towards ideally class-specific filters as

min
θ
L0(θ) = CE(y||ỹθ) + λ1Φ0(θ). (1)

where the CE(y||ỹθ) ensures the accuracy and λ1Φ0(θ) encourage sparsity of G.
However, the original problem is difficult to solve in practice. On the one

hand, the assumption that each filter is complete one-filter/one-class assumption
hardly holds, since it is usual for several classes to share one high-level feature in
CNNs; on the other hand, binary vectors in a non-continuous space are difficult
to optimize with gradient descent.

Relaxation To overcome the two difficulties in the original problem above,
we relax relax the one-hot vector Gk to a sparse continuous vector Gk ∈ [0, 1]C

where at least one element equals to 1, i.e.,
∥∥Gk∥∥∞ = 1. To encourage the

sparsity of G, we introduce a regularization d(‖G‖1 , g) that encourages the L1
vector norm ‖G‖1 not to exceed the upper bound g when ‖G‖1 ≥ g, and has
no effect when ‖G‖1 < g. A general form for d is d(a, b) = ψ(ReLU(a − b)),
where ψ can be any norm, including L1, L2 and smooth-L1 norm. Besides, we
should set g ≥ K because ‖G‖1 ≥ K which is ensured by

∥∥Gk∥∥∞ = 1. Using the
aforementioned relaxation, Φ0 is reformulated as

Φ(θ) = min
G
{CE(y||ỹGθ ) + µd(‖G‖1 , g)} s.t. G ∈ VG, (2)

where the set VG = {G ∈ [0, 1]C×K :
∥∥Gk∥∥∞ = 1} and µ is a coefficient to

balance classification and sparsity. Φ can be regarded as a loss function for
filter-class entanglement, i.e., a CNN with higher class-specificity has a lower Φ.

Replacing Φ0 in Eq. (1) with Φ, we get minθ CE(y||ỹθ) + λ1Φ(θ) as an inter-
mediate problem. It is mathematically equivalent if we move minG within Φ to

1CE(y||ỹGθ ) = − 1
|D|
∑

(x,y)∈D log((ỹGθ )y), where ỹGθ is a predicted probability vector.
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Algorithm 1 CSG Training

1: for e in epochs do
2: for n in batches do
3: if e % period ≤ epoch num for CSG then
4: ỹGθ ← prediction through the CSG path with G
5: L ← λ1CE(y||ỹGθ ) + λ2d(‖G‖1 , g)
6: G← G− ε ∂L

∂G
. update G using the gradient decent

7: Gk ← Gk/
∥∥Gk∥∥∞ . normalize each column of G

8: G← clip(G, 0, 1)
9: else

10: ỹθ ← prediction through the STD path
11: L ← CE(y||ỹθ)
12: end if
13: θ ← θ − ε ∂L

∂θ

14: end for
15: end for

the leftmost and replace λ1µ with λ2. Thus, combining Eq. (1) (2), we formulate
a relaxed problem as

min
θ,G

L(θ,G) = CE(y||ỹθ) + λ1CE(y||ỹGθ ) + λ2d(‖G‖1 , g) s.t. G ∈ VG. (3)

The relaxed problem is easier to solve by jointly optimizing θ and G with
gradient, compared to either the discrete optimization in the original problem
or the nested optimization in the intermediate problem. Solving the relaxed
problem, we can obtain a CNN for classification with class-specific filters, where
G precisely describes the correlation between filters and classes.

3.3 Optimization

To solve the optimization problem formulated in Eq. (3) we apply an approxi-
mate projected gradient descent (PGD): when G is updated with gradient, Gk

will be normalized by
∥∥Gk∥∥∞ to ensure

∥∥Gk∥∥∞ = 1, and then clipped into the
range [0, 1].

However, it is probably difficult for the normal training scheme due to poor
convergence. In the normal scheme, we predict through both CSG and STD
paths to directly calculate L(θ,G) and update θ and G with gradients of it. Due
to that most channels are blocked in the CSG path, the gradient through the
CSG path will be much weaker than that of STD path, which hinders converging
to class-specific filters.

To address this issue, we propose an alternate training scheme that the
STD/CSG path works alternately in different epochs. As shown in Algorithm 1,
in the epoch for CSG path, we update G, θ with the gradient of λ1CE(y||ỹGθ ) +
λ2d(‖G‖1 , g) , and in the STD path we update θ with the gradient of CE(y||ỹθ)
In this scheme, the classification performance fluctuates periodically at the be-
ginning but the converged performance is slightly better than the normal scheme
in our test. Meanwhile, the filters gradually differentiate into class-specific filters.
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Table 1. Metrics of the STD CNN (baseline) and the CSG CNN (Ours).

Dataset Model C K Training Accuracy MIS L1-density L1-interval 2

CIFAR-10 ResNet20 10 64
CSG 0.9192 0.1603 0.1000 [0.1, 0.1]
STD 0.9169 0.1119 - -

ImageNet ResNet18 1000 512
CSG 0.6784 0.6259 0.0016 [0.001, 0.1]
STD 0.6976 0.5514 - -

PASCAL
VOC 2010

ResNet152 6 2048
CSG 0.8506 0.1998 0.1996 [0.1667, 0.2]
STD 0.8429 0.1427 - -

4 Experiment

In this section, we conduct five experiments. We first delve into CSG training
from three aspects, so as to respectively study the effectiveness of CSG train-
ing, the class-specificity of filters and the correlation among class-specific filters.
Especially, to measure filter-class correspondences we apply the mutual infor-
mation (MI) between each filter’s activation and the prediction on each class. In
the following parts, we denote our training method Class-Specific Gate as CSG,
the standard training as STD, and CNNs trained with them as CSG CNNs and
STD CNNs, respectively.

Training We use CSG/STD to train ResNet-18/20/152s [17] for classifica-
tion task on CIFAR-10 [22]/ImageNet [11]/PASCAL VOC 2010 [12] respectively.
We select six animals from PASCAL VOC and preprocess it to be a classification
dataset. The ResNet-18/20s are trained from scratch and the ResNet-152s are
finetuned from ImaageNet. See Appendix B for detailed training settings.

4.1 Effectiveness of CSG Training

First of all, we conduct experiments to verify the effectiveness of our CSG train-
ing in learning a sparse gate matrix and achieve high class-specificity of filters.

Quantitative Evaluation Metrics To evaluate the effectiveness of CSG,
we calculate 3 metrics: L1-density, mutual information score, and classification
accuracy. (1) Accuracy measures the classification performance. (2) To measure
the correspondence between filters and classes, we propose the mutual informa-
tion (MI) matrix M ∈ RK×C where Mkc = MI(ak||1y=c) is the MI between ak
– the activation of filter-k and class-c. To calculate the MI, we sample (x, y)
across the dataset, ak (the globally avg-pooled activation map of filter k over
all the sampled x) is a continuous variable, and 1y=c is a categorical variable.
The estimation method [32] for the MI between them is implemented in the
API ‘sklearn.feature selection.mutual info classif’. Base on this, we propose a

2 They are [ 1
C
, g
CK

] – the theoretical convergence interval for L1-density of CSG
CNNs, where g is the upper bound for ‖G‖1 in Eq. (2). See Appendix A for the
derivation. When the dataset has numerous classes like ImageNet, the L1-density can
drop much lower than g

CK
due to the projection in our approximate PGD.
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Fig. 5. Classification confusion matrix for STD / CSG models when masking filters
highly related to the first class (a1, b1), and the first and sixth classes (a2, b2).

mutual information score MIS = meank maxcMkc as an overall metric of class-
specificity of all filters. Higher MIS indicates higher class-specificity, aka, lower

filter-class entanglement. (3) The L1-density =
‖G‖1
KC is the L1-norm of CSG

normalized by the number of elements, which measures the sparsity of CSG.
Table 4.1 shows that CSG CNNs are comparable to or even slightly out-

performs STD CNNs in test accuracy, while the CSG CNNs have MIS much
higher than STD CNNs and the L1-density of G is limited in its theoretical con-
vergence interval. These metrics quantitatively demonstrate CSG’s effectiveness
on learning a sparse gate matrix and class-specific filters without sacrifice on
classification accuracy.
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Fig. 4. (a) visualizes the CSG matrix
of CSG CNN to verify its sparsity.
(b1,b2) compare the MI matrices of
CSG/STD CNN and their MIS. (c) is
got by overlapping (a) and (b1).

ces To demonstrate that the relevance
between the learned filters and classes is
exactly described by the gate matrix, we
visualize gate matrix and MI matrices in
Fig.4. (a) demonstrates that CSG train-
ing yields a sparse CSG matrix where each
filter is only related to one or few classes.
(b1,b2) shows that CSG CNN has sparser
MI matrices and larger MIS compared to
STD CNN. (c) shows the strongest ele-
ments in the two matrices almost over-
laps, which indicates that CSG effectively
learns filters following the guidance of the
CSG matrix. These together verify that CSG training effectively learns a sparse
gate matrix and filters focusing on the one or few classes described by the gates.

4.2 Study on Class-Specificity

In this subsection, we study the property of class-specific filters and the mecha-
nism of filter differentiation through experiments on ResNet20 trained in 4.1.

Indispensability for Related Class It is already shown by the MI ma-
trix that filters are class-specific, while we further reveal that the filters related
to a class are also indispensable in recognizing the class. We remove the filters



10 H. Liang et al.

highly related to certain class(es) referencing the gate matrix (i.e., Gkc > 0.5),
and then visualize the classification confusion matrices. For STD CNN, we sim-
ply remove 10% filters that have the largest average activation to certain classes
across the dataset. As shown in Fig.5, when filters highly related to “plane” are
removed, the CSG CNN fails to recognize the first class “plane”; nevertheless,
the STD CNN still manages to recognize “plane”. Analogously, when removed
the filters highly related to the first and sixth classes, we observe a similar phe-
nomenon. This demonstrates that the filters specific to a class are indispensable
in recognizing this class. Such a phenomenon is because the filters beyond the
group mainly respond to other classes and hence can’t substitute for those filters.

Mechanism of Class-Specific

Fig. 6. The cosine similarity between mean fea-
ture vectors for a class (y-axis) and a row in the
CSG matrix (x-axis), calculated on all TP/FN
samples. We reorder classes in CIFAR10 for bet-
ter visualization.

Differentiation In this part we
reveal that the mechanism of fil-
ter differentiation by studying the
directional similarity between fea-
tures and gates, and by the way,
explain misclassification with the
CSG. We use cosine to measure
the directional similarity Scy be-

tween ay ∈ RK the mean feature
(average-pooled feature from class-
specific filters) for class y, and Gc
the c-th row of the CSG matrix
(see Appendix C for details). We
calculate Scy over all true positive (TP) and false negative (FN) images and

obtain similarity matrices STP , SFN ∈ [0, 1]C×C respectively, as shown in Fig.6.

From the figure, we observe two phenomena and provide the following analy-
sis. (1) TP similarity matrix is diagonally dominant. This reveals mechanism of
learning class-specifics: CSG forces filters to yield feature vectors whose direction
approaches that of the gate vector for its related class. (2) FN similarity ma-
trix is far from diagonally dominant and two classes with many shared features,
such as car & truck and ship & plane, have high similarity in the FN similarity
matrix. CSG enlightens us that hard samples with feature across classes tend to
be misclassified. Thus, the mechanism of misclassification in the CSG CNN is
probably that the features across classes are extracted by the shared filters. To
some extent, it proves differentiation is beneficial for accuracy.

4.3 Correlation Between Filters

We further designed several experiments to explore what happen to filters (why
they are class-specified). Our analysis shows inter-class filters are approximately
orthogonal and less redundant, and the class-specific filters yield highly class-
related representation.

Fixing the Gates To make it convenient to study inter-class filters, we
group filters in a tidier way – each class monopolizes m1 filters and m2 extra fil-
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Fig. 7. The correlation matrix of filters (cosine between filters’ weights) in AlexNet
and ResNet20 trained with STD/CSG. r0.1: the ratio of elements≥ 0.1, measures filter
redundancy. CIC : the inter-class filter correlation, measures inter-class filter similarity.

ters are shared by all classes. This setting can be regarded as tightening the con-
straint on the gate matrix to G ∈ {0, 1}C×K , according to 3.3 (see Appendix E
for illustration). The corresponding CSG matrix is fixed during training. We
train an AlexNet [23] (m1 = 25,m2 = 6) and a ResNet20 (m1 = 6,m2 = 4) by
STD and by CSG in this way. Models trained with this setting naturally inherits
all features of previous CSG models and has tidier filter groups.

Filter Orthogonality Analysis

To study the orthogonality between filters, we evaluate filter correlation with
the cosine of filters’ weights. The correlations between all filters are visualized
as correlations matrices C in Fig.7. In subfigures (a1, b1) for STD models,
the filters are randomly correlated with each other. In contrast, in subfigures
(a2, b2) for CSG models, the matrices are approximately block-diagonal, which
means the correlation between the filters is limited to several class-specific fil-
ter groups. This indicates that filters for the same class are highly correlated
(non-orthogonal) due to the co-occurrence of features extracted by them, while
filters for different classes are almost uncorrelated (orthogonal) for the lack of
co-occurrence. See Appendix D for a detailed explanation for orthogonality.

Filter Redundancy To verify that the

Fig. 8. the ratio of elements
larger than a varying thresh-
old in correlation matrices.

redundancy of filters are reduced by CSG, we re-
search the inter-class filter correlation. Let the
filter-i, j are correlated if their correlation Ci,j ≥ s
(s is a threshold). We calculate rs the ratio of such
elements in a correlation matrix and plot the re-
sults in Fig.8. It shows that CSG significantly re-
duces the redundant correlation (Ci,j < s = 0.1)
between most filter pairs from different groups.
We explain the reduction of filter redundancy as
a natural consequence of encouraging inter-class
filters to be orthogonal. For a set of filter groups
orthogonal to each other, a filter in any group can not be a linear representation
with the filers from other groups. This directly avoids redundant filter across
groups. Besides, experiments in [31] also verify the opinion that filter orthogo-
nality reduces filter redundancy.
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Highly Class-Related Representation
Based on filter correlation, we further find that filters trained with CSG yield

highly class-related representation, namely the representation of an image tends
to exactly correspond to its labeled class rather than other classes. Because the
implied class is mainly decided on which filters are most activated, meanwhile
those filters are less activated by other classes and less correlated to the filters
for other classes.

To verify this reasoning, we analyze the correlation between the filters highly
activated by each class. First, we pick out m1 filters that have the strongest
activation to class c, denoted as group Ac. We define inter-class filter corre-
lation as the average correlation between filters in different classes’ group Ac:
CIC = 1

C(C−1)m2

∑
c

∑
c6=c′

∑
k∈Ac

∑
k′∈Ac′

Ck,k′ . The results CIC in Fig.7 show

that inter-class filter correlation in CSG is about half of that in STD, both on
AlexNet and ResNet20. This demonstrates that different classes tend to activate
uncorrelated filters in CSG CNNs, aka, CSG CNNs yield highly class-related
representations where the representations for different classes have less overlap.

5 Application

Using the class-specificity of filters, we can improve filters’ interpretability on
object localization. Moreover, the highly class-related representation makes it
easier to distinguish abnormal behavior of adversarial samples.

5.1 Localization

In this subsection, we conduct experiments to demonstrate that our class-specific
filters can localize a class better, for CSG training is demonstrated to encourage
each filter in the penultimate layer to focus on fewer classes.

Localization method
Gradient maps [34] and activation maps (resized to input size) is a widely

used method to determine the area of objects or visual concepts, which not
only works in localization task without bounding box labels [2], but also take
an important role in network visualization and understanding the function of
filters [47]. We study CSG CNNs’ performs on localizing object classes with three
localization techniques based on filters, including gradient-based saliency map
(GradMap) and activation map (ActivMap) for a single filter and classification
activation map (CAM) [2] for all filters. See Appendix G for the localization
techniques.

Quantitative evaluation We train ResNet152s to do classification on pre-
processed PASCAL VOC and use Avg-IoU (average intersection over union) and
AP20/AP30 (average precision 20%/30%) to evaluate their localization. Higher
metrics indicate better localization. See Appendix H for a detailed definition of
the metrics. The results for localization with one or all filters are shown in Table
2. For localization with one filter, most classes are localized better with CSG
CNN. That’s because CSG encourages filters to be activated by the labeled class
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Table 2. The performance of localization with resized activation maps in the
CSG/STD CNN. For almost all classes, CSG CNN significantly outperforms STD CNN
both on Avg-IoU and AP20/AP30.

localization metric training bird cat dog cow horse sheep total

GradMap
for

one filter

Avg-IoU
CSG 0.2765 0.2876 0.3313 0.3261 0.3159 0.2857 0.3035
STD 0.2056 0.2568 0.2786 0.2921 0.2779 0.2698 0.2606

AP20
CSG 0.6624 0.8006 0.9170 0.8828 0.8204 0.8089 0.8165
STD 0.4759 0.7081 0.7556 0.8069 0.7621 0.7764 0.7029

ActivMap
for

one filter

Avg-IoU
CSG 0.3270 0.4666 0.4005 0.4228 0.3358 0.4344 0.4290
STD 0.2865 0.3815 0.3443 0.3674 0.3020 0.3653 0.3602

AP30
CSG 0.5876 0.8609 0.7502 0.8075 0.5811 0.8606 0.8254
STD 0.4751 0.7003 0.6365 0.7216 0.5154 0.6972 0.6759

CAMs
for

all filters

Avg-IoU
CSG 0.3489 0.4027 0.3640 0.3972 0.3524 0.3562 0.3694
STD 0.3458 0.3677 0.3492 0.3516 0.3170 0.3470 0.3483

AP30
CSG 0.6399 0.8382 0.7197 0.7517 0.7136 0.7073 0.7294
STD 0.6495 0.7832 0.7085 0.6621 0.5825 0.6504 0.6853

rather than many other classes, which alleviates other classes’ interference on
GradMaps and ActivMaps for each filters. Furthermore, as a weighted sum of
better one-filter activation maps, CSG also outperform STD on CAMs.

Discussion It is widely recognized [2] that localization reveals what seman-
tics or classes a filter focuses on. Compared with a vanilla filter, a class-specific
filter responds more intensively to the region of relevant semantics and less to
the region of irrelevant semantics like background. Thus localization is improved.
For STD training, confusion on the penultimate layer is caused by all convolu-
tional layers, however, in our CSG training they are jointly trained with back-
propogation to disentangle the penultimate layer.

Visualiziation Besides the quantitative evaluation above, in Fig.9, we
also visualize some images and their CAMs from the STD/CSG CNN on Ima-
geNet [11]. We observe that the CAMs of STD CNN often activate extra area
beyond the labeled class. However, CSG training successfully helps the CNN find
a more precise area of the labeled objects. Such a phenomenon vividly demon-
strates that CSG training improves the performance in localization.

Car TrunkPlane

  

CatCatCat Dog

STD CNN  
Predicted

True  
Labels

Bird

CSG CNN 
Predicted
(Ours)

Fig. 9. Visualizing the localization in STD CNN and CSG CNN with CAM [47].
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5.2 Adversarial Sample Detection

This subsection shows that the highly class-related representation of our CSG
training can promote adversarial samples detection. It is studied [39] that ad-
versarial samples can be detected based on the abnormal representation across
layers: in low layers of a network, the representation of an adversarial sample is
similar to the original class, while on the high layers it is similar to the target
class. Such mismatch is easier to be detected with the class-related representation
from CSG, where the implied class are more exposed.

To verify this judgment, we train a
Num. of training samples 500 1000 2000

FGSM
STD 4.76 4.60 4.15

CSG (Ours) 4.50 3.94 3.84

PGD
STD 5.03 6.20 4.08

CSG (Ours) 4.52 3.95 3.25

CW
STD 7.33 6.76 6.46

CSG (Ours) 7.03 6.18 5.87

Table 3. The mean error rate(%) for
random forests on adversarial samples
detection with the features of CNN.

random forest [5] with the features of
normal samples and adversarial samples
extracted by global average pooling af-
ter each convolution layers of ResNet20
trained in 4.1. We generate adversarial
samples for random targeted classes by
commonly used white-box attacks such
as FGSM [15] , PGD [26], and CW [7].
See Appendix I for detailed attack set-
tings. We repeat each experiment five times and report the mean error rates in
Table 3. The experimental results demonstrate that the class-related represen-
tation can better distinguish the abnormal behavior of adversarial samples and
hence improve the robustness of the model. Further experiments in Appendix J
show that CSG training can improve robustness in defending adversarial attack.

6 Conclusion

In this work, we propose a simply yet effective structure – Class-Specific Gate
(CSG) to induce filter differentiation in CNNs. With reasonable assumptions
about the behaviors of filters, we derive regularization terms to constrain the
form of CSG. As a result, the sparsity of the gate matrix encourages class-specific
filters, and therefore yields sparse and highly class-related representations, which
endows model with better interpretability and robustness. We believe CSG is a
promising technique to differentiate filters in CNNs. Referring to CSG’s success-
ful utility and feasibility in the classification problem, as one of our future works,
we expect that CSG also has the potential to interpret other tasks like detection,
segmentation, etc, and networks more than CNNs.
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