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Abstract. Video object segmentation (VOS) is a highly challenging
problem, since the target object is only defined by a first-frame refer-
ence mask during inference. The problem of how to capture and utilize
this limited information to accurately segment the target remains a fun-
damental research question. We address this by introducing an end-to-
end trainable VOS architecture that integrates a differentiable few-shot
learner. Our learner is designed to predict a powerful parametric model
of the target by minimizing a segmentation error in the first frame. We
further go beyond the standard few-shot learning paradigm by learning
what our target model should learn in order to maximize segmentation
accuracy. We perform extensive experiments on standard benchmarks.
Our approach sets a new state-of-the-art on the large-scale YouTube-
VOS 2018 dataset by achieving an overall score of 81.5, corresponding to
a 2.6% relative improvement over the previous best result. The code and
models are available at https://github.com/visionml/pytracking.

1 Introduction

Semi-supervised Video Object Segmentation (VOS) is the problem of performing
pixel-wise classification of a set of target objects in a video sequence. With
numerous applications in e.g. autonomous driving [30,31], surveillance [7,9] and
video editing [24], it has received significant attention in recent years. VOS is
an extremely challenging problem, since the target objects are only defined by a
reference segmentation in the first video frame, with no other prior information
assumed. The VOS method therefore must utilize this very limited information
about the target in order to perform segmentation in the subsequent frames.

While most state-of-the-art VOS methods employ similar image feature ex-
tractors and segmentation decoders, a number of approaches [15,25,29,33] have
been proposed to utilize the reference frame annotation to perform segmentation.
A promising direction is to employ feature matching techniques [14,15,25,33] in
order to compare the reference frame regions with new images to segment. Such
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Fig. 1. An overview of our VOS approach. Given the annotated first frame, our few-
shot learner optimizes the parameters of a target model which is tasked with predicting
an encoding of the target mask (left). In subsequent test frames, the mask encoding
output by the target model is utilized by the segmentation decoder to generate the
final segmentation (right). Crucially, the label for the few-shot learner is generated by
our label generator which is trained end-to-end jointly with the decoder. This allows
us to learn what the target model should learn to output to the decoder in order to
maximize segmentation accuracy.

feature matching layers greatly benefit from their efficiency and differentiabil-
ity. This allows the design of fully end-to-end trainable architectures, which has
been shown to be important for segmentation performance [15,25,33]. However,
in order to generalize to novel objects, feature matching techniques rely on a
powerful and generic feature embedding, which can be difficult to learn. Instead
of only relying on a pre-trained embedding, we investigate an alternative direc-
tion, where target-specific network parameters are learned during inference, in
order to better integrate object appearance information.

We propose a novel VOS method, based on an effective few-shot learner that
captures object information in a compact parametric target model. Given a test
frame, our target model first predicts an intermediate representation of the target
mask, which is then input to a segmentation decoder that generates the final
prediction. To achieve a powerful model of the target object from the limited
first frame annotation, our few-shot learner is designed to explicitly optimize
an error between the target model prediction and a ground truth reference.
Owing to the efficiency and differentiability of the few-shot learner, our approach
can perform the inference-time learning without compromising the end-to-end
training capability. Compared to the embedding based approaches, the inference-
time learning in our approach provides greater adaptivity and generalizability
to novel objects and scenarios.

We further address the problem of what intermediate mask representation
the target model should be trained to predict in order to maximize segmentation
accuracy. The standard optimization-based few-shot learning strategy forces the
target model to learn to only generate an object mask output. However, directly
learning to predict the segmentation mask from a single sample is difficult. More
importantly, this approach limits the target-specific information sent to the seg-
mentation decoder to be a single channel mask. To address this important issue,
we further propose to learn what to learn. That is, our approach learns to gen-
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erate a multi-channel mask encoding which is used by the few-shot learner as
labels to train the target model. This enables our target model to provide richer
target-specific information to the segmentation decoder in the test frames. Fur-
thermore, in order to guide the learner to focus on the most crucial aspect of
the target, we also learn to predict spatial importance weights for different el-
ements in the few-shot learning objective. Since our optimization-based learner
is differentiable, all modules in our architecture can be trained end-to-end by
maximizing segmentation accuracy on annotated VOS videos. An overview of
our video object segmentation approach is shown in Fig. 1.

Contributions: Our main contributions are listed as follows. (i) We propose
a novel VOS architecture, based on an optimization-based few-shot learner. (ii)
Our few-shot learner predicts the target model parameters in an efficient and
differentiable manner, enabling end-to-end training. (iii) We go beyond standard
few-shot learning approaches to further learn what the target model should learn
in order to maximize segmentation accuracy. (iv) We utilize our learned mask
encoding to design a light-weight bounding box initialization module, allowing
our approach to generate segmentation masks using only a reference bounding
box as input.

We perform comprehensive experiments on the YouTube-VOS [39] and DAVIS
[27] benchmarks. Our approach sets a new state-of-the-art on the large-scale
YouTube-VOS 2018 dataset, achieving an overall score of 81.5. We further pro-
vide detailed ablative analyses, showing the impact of each component in the
proposed method.

2 Related Work

In recent years, progress within video object segmentation has surged, leading to
rapid performance improvements. Benchmarks such as DAVIS [27] and YouTube-
VOS [39] have had a significant impact on this development.

Target Models in VOS: Early works mainly adapted semantic segmentation
networks to the VOS task through online fine-tuning [5,13,22,28,38]. However,
this strategy easily leads to overfitting to the initial target appearance and im-
practically long run-times. More recent methods [14,18,24,25,33,35,37] therefore
integrate target-specific appearance models into the segmentation architecture.
In addition to improved run-times, many of these methods can also benefit from
full end-to-end learning, which has been shown to have a crucial impact on per-
formance [15,25,33]. Generally, these works train a target-agnostic segmentation
decoder that is conditioned on a target model. The latter integrates information
about the target object, deduced from the initial image-mask pair. The target
model predicts target-specific information for the test frame, which is then pro-
vided to the target-agnostic segmentation decoder to obtain the final prediction.
Crucially, in order to achieve end-to-end training of the entire network, the target
model needs to be differentiable.

While most VOS methods share similar feature extractors and segmentation
decoders, several different strategies for encoding and exploiting the reference
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frame target information have been proposed. In RGMP [24], a representation
of the target is generated by encoding the reference frame. This representation is
then concatenated with the current-frame features, before being input to the seg-
mentation decoder. Similarly, OSNM [40] predicts an attention vector from the
reference frame and ground-truth target mask, which combined with a spatial
guidance map is used to segment the target. The approach in [18] extends RGMP
to jointly process multiple targets using an instance specific attention genera-
tor. In [15], a light-weight generative model is learned from embedded features
corresponding to the initial target labels. The generative model is then used to
classify features from the incoming frames. The target models in [14,33] directly
store foreground features and classify pixels in the incoming frames through fea-
ture matching. The recent STM approach [25] performs feature matching within
a space-time memory network. It implements a read operation, which retrieves
information from the encoded memory through an attention mechanism. This
information is then sent to the segmentation decoder to predict the target mask.
The method [37] predicts template correlation filters given the input target mask.
Target classification is then performed by applying the correlation filters on the
the test frame. Lastly, the recent method [29] trains a target model consisting
of a two-layer neural network using the Conjugate Gradient method.

Meta-learning for VOS: Since the VOS task itself includes a few-shot learning
problem, it can be addressed with techniques developed for meta-learning [3,10,17].
A few recent attempts [1,20] follow this direction. The method [1] learns a clas-
sifier using k-means clustering of segmentation features in the training frame.
In [20], the final layer of a segmentation network is predicted by closed-form
ridge regression [3], using the reference example pair. Meta-learning based tech-
niques have been more commonly adopted in the related field of visual track-
ing [4,6,8,26]. The method in [26] performs gradient based adaptation to the
current target, while [6] learns a target specific feature space online which is
combined with a Siamese-based matching network. The recent work [4] proposes
an optimization-based meta-learning strategy, where the target model directly
generates the output classifications scores. In contrast to these previous ap-
proaches, we integrate a differentiable optimization-based few-shot learner to
capture target information for the VOS problem. Furthermore, we go beyond
standard few-shot and meta-learning techniques by learning what the target
model should learn in order to generate accurate segmentations.

3 Method

In this section, we present our method for video object segmentation (VOS).
First, we describe our few-shot learning formulation for VOS in Sec. 3.1. In
Sec. 3.2 we then describe our approach to learn what the few-shot learner should
learn. Sec. 3.3 details our target module and the internal few-shot learner. Our
segmentation architecture is described next in Sec. 3.4. The inference and train-
ing procedures are detailed in Sec. 3.5 and 3.6, respectively. Finally, Sec. 3.7
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describes how our approach can be easily extended to perform VOS with only a
bounding box initialization.

3.1 Video Object Segmentation as Few-shot Learning

In VOS, the target object is only defined by a reference target mask given in the
first frame. No other prior information about the test object is assumed. The
VOS method therefore needs to exploit the given first-frame annotation in order
to segment the target in each subsequent frame. To address this core problem,
we first consider a general class of VOS architectures formulated as Sθ(I, Tτ (I)),
where θ denotes the learnable parameters. The network Sθ takes the current
image I along with the output of a target model Tτ . While Sθ itself is target-
agnostic, it is conditioned on Tτ , which integrates information about the target
object, encoded in its parameters τ . The target model generates a target-aware
output that is used by Sθ to predict the final segmentation. The target model
parameters τ are obtained from the initial image I0 and its given mask y0, which
defines the target object itself. We denote this as a function τ = Aθ(I0, y0). The
key challenge in this VOS formulation is in the design of Tτ and Aθ.

We note that the pair (I0, y0) in the above formulation constitutes a training
sample for learning to segment the given target. However, this training sample is
only given during inference. Hence, a few-shot learning problem naturally arises
within VOS. We adopt this view to develop our approach. In relation to few-
shot learning, Aθ constitutes the internal learning method, which generates the
parameters τ of the target model Tτ from a single example pair (I0, y0). While
there exist a diverse set of few-shot learning methodologies, we aim to find the
target model parameters τ that minimizes a supervised learning objective `,

τ = Aθ(x0, y0) = arg min
τ ′

`(Tτ ′(x0), y0) . (1)

Here, the target model Tτ is learned to output the segmentation of the target
object in the initial frame. In general, we operate on a deep representation of
the input image x = Fθ(I), generated by e.g. a ResNet architecture. Given
a new frame I during inference, the object is segmented as Sθ(I, Tτ (Fθ(I)).
In other words, the target model is applied to the new frame to generate a
first segmentation. This output is further refined by Sθ, which can additionally
integrate powerful pre-learned knowledge from large VOS datasets.

The main advantage of the optimization-based formulation (1) is that the
target model parameters are predicted by directly minimizing the segmentation
error in the first frame. This ensures robust segmentation prediction in the com-
ing frames, since consecutive video frames are highly-correlated. For practical
purposes, however, the target model prediction (1) also needs to be efficient.
Further, to enable end-to-end training of the entire VOS architecture, we wish
the learner Aθ to be differentiable. While this is challenging in general, different
strategies have been proposed in the literature [3,4,17], mostly in the context of
meta-learning. We detail the employed approach in Sec. 3.3. In the next section,
we first address another fundamental limitation of the formulation in Eq. (1).
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3.2 Learning What to Learn

In the approach discussed in the previous section, the target model Tτ learns to
predict an initial segmentation mask of the target object from the first frame.
This mask is then refined by the network Sθ, which possesses strong learned
segmentation priors. However, Sθ is not limited to operate on an approximate
target mask in order to perform target-conditional segmentation. In contrast,
any information that alleviates the task of the network Sθ to identify and accu-
rately segment the target object is beneficial. Predicting only a single-channel
mask thus severely limits the amount of target-specific information that can be
passed to the network Sθ. Ideally, the target model should predict multi-channel
activations which can provide strong target-aware cues in order to guide the
network Sθ to generate accurate segmentations. However, this is not possible in
the standard few-shot learning setting (1), since the output of the target model
Tτ is directly defined by the available ground-truth mask y0. In this work, we
address this issue by learning what our internal few-shot learner should learn.

Instead of directly employing the first-frame mask y0 as labels in our few-shot
learner, we propose to learn these labels. To this end, we introduce a trainable
label generator Eθ(y) that takes the ground-truth mask y as input and predicts
the labels for the few-shot learner. The target model is thus predicted as,

τ = Aθ(x0, y0) = arg min
τ ′

`
(
Tτ ′(x0), Eθ(y0)

)
. (2)

Unlike in (1), the labels Eθ(y0) generated by encoding the ground-truth mask
y0 can be multi-dimensional, allowing the target model Tτ to predict a richer
target mask representation in the test frames.

The formulation (2) assigns equal weight to all elements in the few-shot learn-
ing loss `

(
Tτ (x0), Eθ(y0)

)
. However, this might not be optimal for maximizing

the final segmentation accuracy. For instance, it is often beneficial to assign
higher weights to target regions in case of small objects, to account for an im-
balanced training set. Similarly, it might be beneficial to assign lower weights
to ambiguous regions such as object boundaries, and let the segmentation net-
work Sθ handle them. We allow such flexibility in our loss by introducing a
weight predictor module Wθ(y). Similar to Eθ, it takes the ground-truth mask
y as input and predicts the importance weight for each element in the loss
`
(
Tτ (x0), Eθ(y0)

)
. Thus, our weight predictor can guide the few-shot learner to

focus on the most crucial aspects of the ground truth label Eθ(y).
We have not yet fully addressed the question of how to learn the label gen-

erator Eθ, and the weight predictor Wθ. Ideally, we wish to train all parameters
θ in our segmentation architecture in an end-to-end manner on annotated VOS
datasets. This requires back-propagating the error measured between the final
segmentation output ỹt = Sθ(It, Tτ (Fθ(It)) and the ground truth yt on a test
frame It. However, this is feasible only if the internal learner (2) is efficient and
differentiable w.r.t. both the underlying features x and the parameters of the
label generator Eθ and weight predictor Wθ. We address these open questions
in the next section, to achieve an efficient and end-to-end trainable VOS archi-
tecture.
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3.3 Few-Shot Learner

In this section, we detail our target model Tτ and the internal few-shot learner
Aθ. The target model Tτ : RH×W×C → RH×W×D is trained to map C-dimensional
deep features x to a D-dimensional encoding of the target mask with the same
spatial resolution H×W . We require Tτ to be efficient and differentiable. To en-
sure this, we employ a linear target model Tτ (x) = x∗ τ , where τ ∈ RK×K×C×D
constitutes the weights of a convolutional layer with kernel size K. While such a
target model is simple, it operates on high dimensional deep feature maps. Con-
sequently, it is capable of predicting a rich encoding of the target mask, leading
to improved segmentation performance, as shown in our experiments (see Sec-
tion 4). Moreover, while a more complex target module has larger capacity, it is
also prone to overfitting and is computationally more costly to learn.

The parameters of the target model are obtained using our internal few-
shot learner Aθ by minimizing the squared error between the output of the
target model Tτ (x) and the generated ground-truth labels Eθ(y), weighted by
the element-wise importance weights Wθ(y),

L(τ) =
1

2

∑
(xt,yt)∈D

∥∥Wθ(yt) ·
(
Tτ (xt)− Eθ(yt)

)∥∥2 +
λ

2
‖τ‖2 . (3)

Here, D = {(xt, yt)}Q−1t=0 is a set of feature-mask pairs (xt, yt) of size Q. While
it usually contains a single ground-truth annotated frame, it is often useful to
include additional frames by, for instance, self-annotating new images in the
video. The scalar λ is a learned regularization parameter.

As a next step, we design a differentiable and efficient few-shot learner that
minimizes (3) as τ = Aθ(D) = arg minτ ′ L(τ ′). We note that (3) is a con-
vex quadratic objective in τ . Thus, it has a well-known closed-form solution,
which can be expressed in either primal or dual form. However, both options
lead to computations that are intractable when aiming for acceptable frame-
rates, requiring extensive matrix multiplications and solutions to linear systems.
Moreover, these methods cannot directly utilize the convolutional structure of
the problem. Instead we find an approximate solution of (3) by applying steep-
est descent iterations, previously also used in [4]. Given a current estimate τ i,
it finds the step-length αi that minimizes the loss in the gradient direction
αi = arg minα L(τ i − αgi). Here, gi = ∇L(τ i) is the gradient of (3) at τ i.
The optimization iteration can then be expressed as,

τ i+1 = τ i − αigi , αi =
‖gi‖2∑

t ‖Wθ(yt) · (xt ∗ gi)‖2 + λ‖gi‖2
,

gi =
∑
t

xt ∗T
(
W 2
θ (yt) ·

(
xt ∗ τ i − Eθ(yt)

))
+ λτ i . (4)

Here, ∗T denotes the transposed convolution operation. A detailed derivation is
provided in the supplementary material.

Note that all computations in (4) are easily implemented using standard
neural network operations. Since all operations are differentiable, the resulting
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Fig. 2. An overview of our segmentation architecture. It contains a few-shot learner,
which generates a parametric target model Tτ from the initial frame annotation. The
parameters τ are computed by minimizing the loss (3), using the labels predicted by
Eθ. The elements of the loss are weighted using the importance weights predicted by
Wθ. In the incoming frames, the target model predicts the mask encoding, which is
processed along with image features by our decoder Dθ to produce the final mask.

target model parameters τ i after i iterations are differentiable w.r.t. all network
parameters θ. Our internal few-shot learner is implemented as a network module
Aθ(D, τ0) = τN , that performs N iterations of steepest descent (3), starting from
a given initialization τ0. Thanks to the rapid convergence of steepest descent,
we only need to perform a handful of iterations during training and inference.
Moreover, our optimization-based formulation allows the target model parame-
ters τ to be efficiently updated with new samples by simply adding them to D
and applying a few iterations (4), starting from the current parameters τ0 = τ .

3.4 Video Object Segmentation Architecture

Our VOS method is implemented as a single end-to-end network, illustrated in
Fig. 2. It is composed of a deep feature extractor Fθ, label generator Eθ, loss
weight predictor Wθ, target model Tτ , few-shot learner Aθ and the segmentation
decoder Dθ. As previously mentioned, θ denotes the network parameters learned
during the offline training, while τ are the target model parameters that are
predicted by the few-shot learner module during inference. The following sections
describes the individual modules. More details are provided in the supplement.

Feature extractor Fθ: We employ a ResNet-50 network as backbone feature
extractor Fθ. Features from Fθ are input to both the decoder module Dθ and
the target model Tτ . For the latter, we employ the third residual block, which
has a spatial stride of s = 16. These features are first fed through an additional
conv. layer that reduces the dimension to C = 512, before given to Tτ .

Few-shot label generator Eθ: Our label generator Eθ predicts the ground
truth label for the few-shot learner by encoding the input target mask. The latter
is mapped to the resolution of the deep features as Eθ : RsH×sW×1 → RH×W×D,
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where H, W and D are the height, width and dimensionality of the target model
features and s is the feature stride. We implement the proposed mask encoder Eθ
as a conv-net, decomposed into a generic mask feature extractor for processing
the input mask y and a prediction layer for generating the final label.

Weight predictor Wθ: The weight predictor Wθ : RsH×sW×1 → RH×W×D
generates weights for the internal loss (3). It is implemented as a conv-net that
takes the target mask y as input, similar to Eθ. In our implementation, Wθ

shares the mask feature extractor with Eθ.

Target model Tτ and few-shot learner Aθ: We implement our target model
Tτ as convolutional filter with a kernel size of K = 3. The number of output
channels D is set to 16. Our few-shot learner Aθ (see Sec. 3.3) predicts the target
model parameters τ in the first frame by applying steepest descent iterations (4).
On subsequent test frames, we apply the predicted target model Tτ (x) to obtain
target mask encodings, which are then provided to the segmentation decoder.

Segmentation decoder Dθ: This module takes the output of the target model
Tτ along with backbone features as input and predicts the final segmentation
mask. Our approach can in principle be combined with any decoder architecture.
For simplicity, we employ a decoder network similar to the one used in [29]. We
adapt this network to process a multi-channel target mask encoding as input.

3.5 Inference

In this section, we describe our inference procedure. Given a test sequence V =
{It}Qt=0, along with the first frame annotation y0, we first create an initial training
set D0 = {(x0, y0)} for the few-shot learner, consisting of the single sample pair.
Here, x0 = Fθ(I0) is the feature map extracted from the first frame. The few-
shot learner then predicts the parameters τ0 = Aθ(D0, τ

0) of the target model by
minimizing the internal loss (3). We set the initial estimate of the target model
τ0 = 0 to all zeros. Note that the ground-truth Eθ(y0) and importance weights
Wθ(y0) for the minimization problem (3) are predicted by our network.

The learned model τ0 is then applied on the subsequent test frame I1 to
obtain a mask encoding Tτ0(x1). This encoding is then processed by the de-
coder module, along with the image features, to generate the mask prediction
ỹ1 = Dθ(x1, Tτ0(x1)). In order to adapt to the changes in the scene, we fur-
ther update our target model using the information from the processed frames.
This is achieved by extending the training set D0 with the new sample (x1, ỹ1),
where the predicted mask ỹ1 serves as the pseudo-label for the frame I1. The
extended training set D1 is then used to obtain new target model parame-
ters τ1 = Aθ(D1, τ0). Note that instead of predicting τ1 from scratch, our
optimization-based learner allows us to efficiently update the previous target
model τ0. Specifically, we apply additional N inf

update steepest-descent iterations
(4) with the new training set D1. The updated Tτ1 is then applied on the next
frame I2. This process is repeated till the end of the sequence.

Details: Our few-shot learner Aθ employs N inf
init = 20 iterations in the first

frame and N inf
update = 3 iterations in each subsequent frame. Our few-shot learner
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formulation (3) allows an easy integration of a global importance weight for
each frame in the training set D. We exploit this flexibility to integrate an
exponentially decaying weight η−t to reduce the impact of older frames. We set
η = 0.9 and ensure the weights sum to one. We ensure a maximum Kmax = 32
samples in the few-shot training set D, by removing the oldest sample. We always
keep the first frame since it has the reference target mask y0. Each frame in the
sequence is processed by first cropping a patch that is 5 times larger than the
previous estimate of target, while ensuring the maximal size to be equal to the
image itself. The cropped region is resized to 832 × 480 with preserved aspect
ratio. If a sequence contains multiple targets, we independently process each in
parallel and merge the predicted masks using the soft-aggregation operation [24].

3.6 Training

To train our end-to-end network architecture, we aim to simulate the inference
procedure employed by our approach, described in Section 3.5. This is achieved
by training the network on mini-sequences V = {(It, yt)}Q−1t=0 of length Q. These
are constructed by sampling frames from annotated VOS sequences. In order
to induce robustness to fast appearance changes, we randomly sample frames in
temporal order from a larger window of Q′ frames. As in inference, we create the
initial few-shot training set from the first frame D0 = {(x0, y0)}. This is used to
learn the initial target model parameters τ0 = Aθ(D0, 0) by performing N train

init

steepest descent iterations. In subsequent frames, we useN train
update iterations to up-

date the model as τt = Aθ(Dt, τt−1). The final prediction ỹt = Dθ(xt, Tτt−1
(xt))

in each frame is added to the few-shot train set Dt = Dt−1 ∪ {(xt, ỹt)}. All
network parameters θ are trained by minimizing the per-sequence loss,

Lseq(θ;V) =
1

Q− 1

Q−1∑
t=1

L
(
Dθ

(
Fθ(It), Tτt−1

(Fθ(It))
)
, yt

)
. (5)

Here, L(ỹ, y) is the employed loss between the prediction ỹ and ground-truth y.
We compute the gradient of the final loss (5) by averaging over multiple mini-
sequences in each batch. The target model parameters τt−1 in (5) are predicted
by our few-shot learner Aθ, and therefore depend on the network parameters of
the label generator Eθ, weight predictor Wθ, and feature extractor Fθ. These
modules can therefore be trained end-to-end by minimizing the loss (5).

Details: Our network is trained using the YouTube-VOS [39] and DAVIS [27]
datasets. We use mini-sequences of length Q = 4 frames, generated from video
segments of length Q′ = 100. We employ random flipping, rotation, and scaling
for data augmentation. We then sample a random 832×480 crop from each frame.
The number of steepest-descent iterations in the few-shot learner Aθ is set to
N train

init = 5 for the first frame and N train
update = 2 in subsequent frames. We use the

Lovasz [2] segmentation loss in (5). We initialize our backbone ResNet-50 with
the Mask R-CNN [11] weights from [23] (see the supplementary for analysis). All
other modules are initialized using [12]. Our network is trained using ADAM [16].
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We first train our network for 70k iterations with the backbone weights fixed. The
complete network, including the backbone feature extractor, is then trained for
an additional 80k iterations. For evaluation on DAVIS, we further fine-tune the
network using only the DAVIS training split. The entire training takes 48 hours
on 4 Nvidia V100 GPUs. Further details are provided in the supplementary.

3.7 Bounding Box Initialization

In many practical applications, it is too costly to generate an accurate reference-
frame annotation to perform VOS. We therefore follow the recent trend [36,34] of
using weaker supervision by only assuming the target bounding box in the first
frame. By exploiting our learned mask encoding, we show that our architecture
can accommodate this setting with only a minimal addition. Analogously to the
label generator Eθ, we introduce a bounding box encoder Bθ(b0, x0). It takes
a mask-representation b0 of the initial box along with backbone features x0 as
input and predicts a target mask encoding in the same D-dimensional output
space of Eθ and Tτ . This allows us to exploit our existing decoder network in
order to predict the target mask in the initial frame as ỹ0 = Dθ(x0, Bθ(b0, x0)).
VOS is then performed using the same procedure as described in Sec. 3.5, by
simply replacing the ground-truth mask y0 with the predicted mask ỹ0. Our
box encoder Bθ consists of two residual blocks followed by a conv-layer and is
easily trained by freezing the other parameters in the network. Thus, we only
need to sample single frames during training and minimize the segmentation loss
L(Dθ(x0, Bθ(b0, x0)), y0). As a result, we gain the ability to perform VOS with
box-initialization without losing performance in the standard VOS setting.

Details: We train the box encoder on images from MSCOCO[19] and YouTube-
VOS for 50, 000 iterations, while freezing the pre-trained components of the
network. During inference we reduce the impact of the first frame annotation
by setting η = 0.8 and remove it from the memory after Kmax frames. For best
performance, we only update the target model every fifth frame withN inf

update = 5.

4 Experiments

We evaluate our approach on the two standard VOS benchmarks: YouTube-VOS
and DAVIS 2017. Detailed results are provided in the supplementary material.
Our approach operates at 14 FPS on single object sequences.

4.1 Ablative Analysis

Here, we analyze the impact of the key components in the proposed VOS archi-
tecture. Our analysis is performed on a validation set consisting of 300 sequences
randomly sampled from the YouTube-VOS 2019 training set. For simplicity, we
do not train the backbone ResNet-50 weights in the networks of this comparison.
The networks are evaluated using the mean Jaccard J index (IoU). Results are
shown in Tab. 1. Qualitative examples are visualized in Fig. 3.
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Table 1. Ablative analysis on a validation set of 300 videos sampled from the YouTube-
VOS 2019 training set. We analyze the impact of end-to-end training, the label
generator and the weight predictor by incrementally adding them one at a time.

Baseline +End-to-end +Label Generator Eθ +Weight Predictor Wθ

J Score (%) 74.5 77.5 78.9 79.8

Baseline: Our baseline constitutes a version where the target model is trained
to directly predict an initial mask, which is subsequently refined by the decoder
Dθ. That is, the ground-truth employed by the few-shot learner is set to the
reference mask. Further, we do not back-propagate through the learning of the
target model during offline training and instead only train the decoder module
Dθ. Thus, we do not perform end-to-end training through the learner.

End-to-end Training: Here, we exploit the differentiablity of our few-shot
learner to train the underlying features used by the target model in an end-
to-end manner. That is, we train the conv. layer which processes the backbone
features (see Sec. 3.4). Learning specialized features for the target model provides
a substantial improvement of +3.0 in J score. This clearly demonstrates the
importance of end-to-end learning capability provided by our few-shot learner.

Label Generator Eθ: Instead of training the target model to predict an initial
segmentation mask, we here employ the proposed label generator Eθ to learn
what the target model should learn. This allows training the target model to
output richer representation of the target mask, leading to an improvement of
+1.4 in J score over the version which does not employ the label generator.

Weight Predictor Wθ: In this version, we additionally include the proposed
weight predictor Wθ to obtain the importance weights for the internal loss (3).
Using the importance weights leads to an additional improvement of +0.9 in J
score. This shows that our weight predictor learns to predict what the internal
learner should focus on, in order to generate a robust target model.

4.2 State-of-the-art Comparison

In this section, we compare our method, denoted LWL, with state-of-the-art.
Since many approaches employ additional segmentation datasets during training,
we always indicate whether additional data is used. We report results for the
standard version of our approach which employs additional data (as described
in Sec. 3.6), and a second version that is only trained on the train split of the
specific dataset. For the latter version, we initialize the backbone ResNet-50 with
ImageNet pre-training instead of the MaskRCNN backbone weights.

YouTube-VOS [39]: We evaluate our approach on the YouTube-VOS 2018
validation set, containing 474 sequences and 91 object classes. Out of these, 26
classes are unseen in the training dataset. The benchmark reports Jaccard J
and boundary F scores for seen and unseen categories. Methods are ranked by
the overall G-score, obtained as the average of all four scores.
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Table 2. State-of-the-art comparison on the large-scale YouTube-VOS 2018 valida-
tion set. Our approach LWL outperforms all previous methods, both when using with
additional training data and when training only on YouTube-VOS 2018 train split.

Additional Training Data Only YouTube-VOS training
LWL STM SiamRCNN PreMVOS OnAVOS OSVOS LWL STM FRTM AGAME AGSSVOS S2S

[25] [34] [21] [32] [5] [25] [29] [15] [18] [38]

G (overall) 81.5 79.4 73.2 66.9 55.2 58.8 80.2 68.2 72.1 66.1 71.3 64.4

Jseen 80.4 79.7 73.5 71.4 60.1 59.8 78.3 - 72.3 67.8 71.3 71.0
Junseen 76.4 72.8 66.2 56.5 46.1 54.2 75.6 - 65.9 61.2 65.5 55.5

Fseen 84.9 84.2 - - 62.7 60.5 82.3 - 76.2 69.5 75.2 70.0
Funseen 84.4 80.9 - - 51.4 60.7 84.4 - 74.1 66.2 73.1 61.2

Fig. 3. Qualitative results of our VOS method. Our approach provides accurate seg-
mentations in very challenging scenarios, including occlusions (row 1 and 3), distractor
objects (row 1, and 2), and appearance changes (row 1, 2 and 3). Row 4 shows an
example failure case, due to severe occlusions and very similar objects.

Among previous approaches, STM [25] obtains the highest overall G-score
of 79.4 (see Tab. 2). Our approach LWL significantly outperforms STM with a
relative improvement of over 2.6%, achieving an overall G-score of 81.5. Without
the use of additional training data, the performance of STM is notably reduced
to an overall G-score of 68.2. FRTM [29] and AGSS-VOS [18] achieve stronger
performance of 72.1 and 71.3 respectively, when employing only YouTube-VOS
data for training. Our approach outperforms all previous methods by a margin
of over 8.1% in this setting. Remarkably, this version even outperforms all pre-
vious methods trained with additional data, achieving a G-score of 80.2. This
clearly demonstrates the strength of our few-shot learner. Furthermore, our ap-
proach achieves an improvement of 9.7% and 10.3% on the Junseen and Funseen

scores respectively, over FRTM. This demonstrates the superior generalization
capability of our approach to classes that are unseen during training.

DAVIS 2017 [27]: The DAVIS 2017 validation set contains 30 videos. In ad-
dition to our standard training setting (see Sec. 3.6), we provide results of our
approach when using only the DAVIS 2017 training set. Methods are evaluated
in Tab. 3 in terms of mean Jaccard J and boundary F scores, along with the
overall score J&F . Our approach achieves similar performance to STM, with a
marginal 0.2 lower overall score, when using additional training data. However,
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Table 3. State-of-the-art comparison on the DAVIS 2017 validation dataset. Our ap-
proach LWL is on par with the best performing method STM, while significantly out-
performing all previous methods with only the DAVIS 2017 training data.

Additional Training Data Only DAVIS 2017 training
LWL STM SiamRCNN PreMVOS FRTM AGAME FEELVOS AGSSVOS LWL STM FRTM AGAME AGSSVOS

[25] [34] [21] [29] [15] [33] [18] [25] [29] [15] [18]

J&F 81.6 81.8 74.8 77.8 76.7 70.0 71.5 67.4 74.3 43.0 68.8 63.2 66.6
J 79.1 79.2 69.3 73.9 73.8 67.2 69.1 64.9 72.2 38.1 66.4 - 63.4
F 84.1 84.3 80.2 81.7 79.6 72.7 74.0 69.9 76.3 47.9 71.2 - 69.8

Table 4. State-of-the-art comparison with box-initialization on YouTube-VOS 2018
and DAVIS 2017 validation sets. LWL outperforms existing methods on both datasets.

YouTube-VOS 2018 DAVIS 2017
Method G Jseen Junseen Fseen Funseen J&F J F

LWL 70.4 73.0 63.0 75.9 70.0 70.8 68.2 73.5
Siam-RCNN [34] 68.3 69.9 61.4 - - 70.6 66.1 75.0
Siam-Mask [36] 52.8 62.2 45.1 58.2 47.7 56.4 54.3 58.5

when employing only DAVIS 2017 training data, the performance of STM is
significantly reduced. In contrast, our approach outperforms all previous meth-
ods in this setting, with an improvement of 5.5% over the second best method
FRTM and 31.3% over STM in terms of J&F .

Bounding Box Initialization: Finally, we evaluate our approach on VOS with
bounding box initialization on YouTube-VOS 2018 and DAVIS 2017 validation
sets. Results are reported in Tab. 4. We compare with the recent Siam-RCNN [34]
and Siam-Mask [36]. Our approach LWL achieves a relative improvement of over
3% in terms of G-score over the previous best method Siam-RCNN on YouTube-
VOS. Similarly, on DAVIS 2017, LWL outperforms Siam-RCNN with a J&F-
score of 70.8. Our approach remarkably outperforms several recent methods
employing mask initialization in Tab. 2 and Tab. 3, demonstrating that it can
readily generalize to the box-initialization setting.

5 Conclusions

We present a novel VOS approach that integrates an optimization-based few-shot
learner. The learner predicts a compact target model by minimizing a few-shot
objective in the first frame. Given a test frame, the target model outputs a mask
encoding which is used by a decoder to predict the target mask. Our learner is
differentiable, ensuring an end-to-end trainable VOS architecture We go beyond
standard few-shot learning by also learning what the target model should learn in
order to maximize segmentation accuracy. This is achieved by designing modules
that predict the label and importance weights in the few-shot objective.
Acknowledgments: This work was partly supported by the ETH Zürich Fund
(OK), a Huawei Technologies Oy (Finland) project, an Amazon AWS grant,
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