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Abstract. This paper introduces a new method for recognizing vio-
lent behavior by learning contextual relationships between related peo-
ple from human skeleton points. Unlike previous work, we first formulate
3D skeleton point clouds from human skeleton sequences extracted from
videos and then perform interaction learning on these 3D skeleton point
clouds. A novel Skeleton Points Interaction Learning (SPIL) module, is
proposed to model the interactions between skeleton points. Specifically,
by constructing a specific weight distribution strategy between local re-
gional points, SPIL aims to selectively focus on the most relevant parts of
them based on their features and spatial-temporal position information.
In order to capture diverse types of relation information, a multi-head
mechanism is designed to aggregate different features from independent
heads to jointly handle different types of relationships between points.
Experimental results show that our model outperforms the existing net-
works and achieves new state-of-the-art performance on video violence
datasets.

1 Introduction

Generally, the concept of video-based violence recognition is defined as detect-
ing violent behaviors in video data, which is of vital importance in some video
surveillance scenarios like railway stations, prisons or psychiatric centers. Con-
sider some sample frames from public datasets as shown in Fig 1(a). When we
humans see the sequences of images, we can easily recognize those violent actions
through the human body’s torso movements such as “kick”, “beat”, “push”, etc.

However, current deep learning approaches fail to capture these ingredients
precisely in a multi-dynamic and complex multi-people scene. For instance, the
approaches based on two-stream ConvNets [27,32] are learning to classify actions
based on individual video frames or local motion vectors. However, such local
motions that are captured by optical flow [2] sometimes fail to satisfy the dynam-
ics modeling of shape change in multiple motion states. To tackle this limitation,
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Fig. 1. (a) Sample frames from the Hockey-Fight [21] dataset (first row), the Crowd
Violence [15] dataset (second row) and the RWF-2000 Violence [5] dataset (third row).
In each row, the left two columns are non-violent scenes while the right three columns
are violent scenes. (b) Skeleton point clouds for a certain video.

recent Recurrent Neural Networks [10,38] and 3D Convolutions [3,29,30] works
have also focused on modeling long term temporal information. However, all
these frameworks focus on the features extracted from the whole scenes, leading
to the interference by irrelevant information in the scenarios, and fail to capture
region-based relationships. Meanwhile, the existing vision-based methods are
mainly based on hand-crafted features such as statistic features between motion
regions, leading to poor adaptability to another dataset. In violence recognition,
extracting such appearance features and dynamics information of objects suffer
from a number of complexities. Therefore, the above methods are often not very
effective.

The movements of people in the video are reflected in human skeletal point
sequences, which can be converted into 3D point clouds. We can then perform
feature extraction on this data. Our experiments show that existing 3D point
clouds methods [25,34,36] can readily be applied to the violence recognition
task. However, current methods, while excellent at extracting pertinent features
on ordinary point clouds, they lack the ability to focus on relevant points and
their interactions.

Based on these observations, we introduce a novel approach to perform video
violence recognition via a human skeleton point convolutional reasoning frame-
work. We first represent the input video as the cluster of 3D point clouds data as
shown in Fig 1(b) through extracting the human skeleton sequences pose coordi-
nates from each frames in the video. In order to better observe the characteristics
of the skeleton points and determine whether there is violence, specifically, (i)
Skeleton Points Interaction Learning (SPIL) module: the weight distri-
bution among regional points with high coupling degree or strong semantic corre-
lation is relatively high. Based on this, we can capture the appearance features
and spatial-temporal structured position relation of skeleton points uniformly
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avoiding feature contamination between objects, and model how the state of the
same object changes and the dependencies between different objects in frames.
(ii) Multi-head mechanism: the single head is responsible for processing the
action information for the skeleton points without interference from the scene.
Multiple heads attend to fuse features from different independent heads to cap-
ture different types of information among points parallelly, which can enhance
the robustness of the network.

In summary, we highlight the major contributions of this paper in three folds:

– We formulate the video violence recognition task as 3D skeleton point clouds
recognition problem, and we propose an effective interaction learning method
on skeleton point clouds for video recognition.

– We propose a novel SPIL module, which can be learned on the human skele-
ton points to capture both feature and position relation information simul-
taneously. And the multi-head mechanism allows SPIL to capture different
types of points interactions to improve robustness.

– Different from the previous methods, we use the skeleton point clouds tech-
nique on recognition in violent videos, and our approach significantly out-
performs state-of-the-art methods by a large margin.

2 Related Work

Video classification with deep learning: Most recent works on video clas-
sification are based on deep learning. Initial approaches explored methods to
combine temporal information based on pooling or temporal convolution [17,38].
To jointly explore spatial and temporal information of videos, 3D convolutional
networks have been widely used. Tran et al. [29] trained 3D ConvNets on the
large-scale video datasets, where they experimentally found that a 3 × 3 × 3
convolutional kernel can learn both appearance and motion features. In a later
work, Hara et al. [14] studied the use of a Resnet architecture with 3D convolu-
tions and Xie et al. [37] exploited aggregated residual transformations to show
the improvements. Two-stream networks [3,4,32] have also been attracting high
attention, they took the input of a single RGB frame (captures appearance in-
formation) and a stack of optical flow frames (captures motion information). An
alternative way to model the temporal relation between frames is by using recur-
rent networks [19,6]. However, these above approaches encountered bottlenecks
in feature extraction when faced with more complex scenes and more irregular
dynamic features in video violence recognition tasks. They fail to fully capture
the comprehensive information in the entire video and are difficult to focus on
distinguishing violent behavior in multiple characters and action features.

3D Point Clouds: To adapt the 3D points coordinates data for convolution,
one straightforward approach is to voxelize it in a 3D grid structure [12,28]. Oct-
Net [26] explored the sparsity of voxel data and alleviated this problem. However,
since voxels are the discrete representations of space, this method still requires
high-resolution grids with large memory consumption as a trade-off to keep a
level of representation quality. Because the body keypoints themselves are a very
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sparse spatial structure, the application of the 3D voxel method to the skeleton
points will lead to insufficient data characterization and make it difficult to
train the model. In this trend, PointNet [24] first discusses the irregular format
and permutation invariance of point sets, and presents a network that directly
consumes point clouds. PointNet++ [25] extends PointNet by further consider-
ing not only the global information but also the local details with a farthest-
sampling-layer and a grouping-layer. Deep learning in graph [1] is a modern term
for a set of emerging technologies that attempt to address non-Euclidean struc-
tured data (e.g., 3D point clouds, social networks or genetic networks) by deep
neural networks. Graph CNNs [20,7] show advantages of graph representation in
many tasks for non-Euclidean data, as it can naturally deal with these irregular
structures. [41] builds a graph CNN architecture to capture the local struc-
ture and classify point clouds, which also proves that deep geometric learning
has enormous potential for unordered point clouds analysis. Nonetheless, these
works ignore the different importance of each point’s contribution, especially in
skeleton points. Even though some works [31,13] suggest the use of attention,
they seem to be of little use in the processing of specific spatial-temporal relation
in the skeleton point clouds.

To this end, different from these works, our approach encodes dependen-
cies between objects with both feature and position relations, which focus on
specific human dynamic action expressions ignoring action-independent infor-
mation. This framework provides a significant boost over the state-of-the-art.

3 Proposed Method

Our goal task is to represent the video as human skeleton point clouds of objects
and perform reasoning for video violence recognition. To this end, we propose the
multi-head Skeleton Points Interaction Learning (SPIL) module to deal with the
interrelationships between points. In this section, we will give detailed descrip-
tions of our approach. 3.1 presents an overview of our framework. 3.2 introduces
the detail of the SPIL module . 3.3 shows the multi-head mechanism and 3.4
describes how to train and infer this method for skeleton point clouds.

3.1 Framework

We propose to tackle this problem with an architecture, as illustrated in Fig 2.
Our approach takes raw video clips as input streams. First, we follow the human
pose extraction strategy used in [11], which can detect body points from each
frames in the video. The coordinate (x, y, z) of each keypoint represents the
position of the current point in each frame, where z represents the tth frame.
Then we collect all the skeleton points sequences and transform the dynamic
representation of the people in the video into a point clouds structure.

Subsequently, a SPIL abstraction level module takes an N × (3 +C) matrix
as input that is from N centroid points which are sampled following the scheme
of [25] with 3-dim coordinates and C-dim points feature, and it outputs an
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Fig. 2. Model Pipeline Overview. Our model uses the pose detection method to ex-
tract skeleton coordinates from each frames of the video. These human skeleton points
are provided as point clouds inputs to the SPIL modules which perform information
propagation based on assigning different weights to different skeleton points. Finally,
a global feature is extracted to perform classification.

N1 × (3 +D) matrix of N1 subsampled points with 3-dim coordinates and new
D-dim feature vectors representing local features. To obtain various relation
information between points, we design a multi-head mechanism in SPIL.

With this representation, we apply several SPIL modules to sample and ex-
tract the skeleton point clouds, and finally, classify the global feature through a
fully connected layer to complete the video recognition.

3.2 Skeleton Points Interaction Learning Module

To compute the interaction weights between points, the standard general ap-
proach is determined by the K neighbors. However, not all nearby points have
an effect on the current point. For example, if there are multiple characters in a
scene, irrelevant skeleton points can sometimes be confusing and the learned fea-
ture characterizes all of its neighbors indistinguishably. To address this problem,
in our SPIL module, as shown in Fig 3 intuitively, the points interaction weights
on different skeleton points are distributed based on the relationships between
points. We learn to mask or weaken part of the convolution weights according
to the neighbors’ feature attributes. In this way, the network can focus on the
skeleton points for prediction.

Consider a point set {p1, p2, ..., pK} ∈ R3 according to a centroid point’s
K neighbors, where the local region is grouped within a radius. We set the
radius to (r × Tframe) that guarantees local region to cover more inter- and
intra-frames points across space and time. Particularly, the pair-wise interaction
weights between points can be mathematically considered to use W to represent,
where the weight Wij indicates the connection of point j to point i. In the case

of W ∈ RK×K , we define the set of points as S =
{

(pfi , p
l
i)|i = 1, ...,K

}
. Among
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Fig. 3. Illustration of a single SPIL module on a subgraph of the human skeleton point
clouds. Input points with a constant scalar feature (in grey) are convolved through
a human skeleton points interaction filter. The output is a dynamically attentional
weighted combination of the neighbor’s points. The weights on irrelevant points (the
dotted arrows) are masked so that the convolution kernel can focus on the correlate
points for prediction.(α,β,γ of different colors denote parts of different human joint
points respectively, such as left hand, right elbow, left ankle).

them, pfi ∈ RC is point i’s C-dim feature, here we take points’ confidence as
initial feature, and pli = (lxi , l

y
i , l

z
i ) ∈ R3 is the 3-dim position coordinates.

For the distribution of the weights W , unlike the traditional point operation,
in order to obtain distinguishable representation ability to capture the correla-
tion between different skeletal points, it is necessary to consider both feature
similarity and position characteristic relation. To this end, we separately ex-
plore the feature and position information and then perform high-level modeling
of them to dynamically adapt to the structure of the objects. Concretely, the
interaction weight of each neighboring point is computed as follows:

Wij = Φ(RF (pfi , p
f
j ), RL(pli, p

l
j)), (1)

where RF (pfi , p
f
j ) implies the feature relation between points and RL(pli, p

l
j)

denotes the position relation. Φ function plays the role of a combination of
feature information and position information.

In this work, we follow [35] and use the differentiable architecture but differ-
ent in building RF and RL functions detailedly to compute points interaction
value, which can be formulated as:

Wij =
RL(pli, p

l
j) exp(R

F (pfi , p
f
j ))∑K

j=1R
L(pli, p

l
j) exp(R

F (pfi , p
f
j ))

, (2)

where the points interaction weights are normalized across all the neighbors of
a point i to handle the size-varying neighbors across different points and spatial
scales.
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Feature Term: Intuitively, the points of different features in the local area
exert various influences to enhance the expressive power of each point. Our fea-
ture modulator solves this problem by adaptively learning the amount of influ-
ence each feature in a point has on other points. we can utilize the dot-product
operation to compute similarity in embedding space, and the corresponding func-
tion RF can be expressed as:

RF (pfi , p
f
j ) = φ(g(pfi ))Tθ(g(pfj )), (3)

where g(·): RC → RC′
is a feature mapping function. φ(·) and θ(·) are two learn-

able linear projection functions, followed by ReLU, which project the features
relation value between two points to a new space.

Position Term: In order to make full use of the spatial-temporal structure
relation of points, the position characteristics of points should be taken into
account. In our work, we consider the following three choices:

(1) Eu-distance in space: Considering the Euclidean distance between the
points, the relatively distant points contribute less to the connection of the cur-
rent point than the local points. With this in mind, we directly calculate the
distance information and act on the points. The RP is formed as:

RL(pli, p
l
j) = −ln(σ(D(pli, p

l
j))), (4)

where σ(·) is a sigmoid activation function and the output range is controlled
between [0, 1] to fed to the ln function. D is a function to calculate the distance
between points.

(2) Eu-distance Spanning: Alternatively, we can first encode the relations
between two points to a high-dimensional representation based on the position
distance. Then the difference between two terms encourages to span the relations
to a new subspace. Specifically, the position relation value is computed as:

RL(pli, p
l
j) =

ψ(M1(pli)−M2(plj))

D(pli, p
l
j)

, (5)

where M1(·) and M2(·) are two multilayer perceptrons functions and ψ(·) is a
linear projection function followed by ReLU that generates the embedded feature
into a scalar.

(3) Eu-distance Masking: In addition, a more intuitive approach is to ignore
some distant points and retain the characteristic contribution of the relative
local points. For this purpose, we set a threshold to ignore the contribution of
points and the function can be defined as:

RL(pli, p
l
j) =

 0 , if D
(lzi =l

z
j )

(pli, p
l
j) > d,

ψ(M1(pli)||M2(plj)) , else.
(6)

Note that the radius (r × Tframe) ensures that the local region cover points
spatially and temporally. However, spatially, we try to mask out some weak
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Fig. 4. Illustration of the multi-head SPIL. A single head encodes the skeleton point
clouds from the input independently, and multiple different headers are responsible for
processing different types of information from the points and eventually aggregate them
together. Each node denotes a skeleton joint point and each edge is a scalar weight,
which is computed according to two points’ features and their relative position.

correlation points within the same frames. The implication is that we preserve
the globality in time and the locality in space. || is the concatenation operation
and the embedded feature between two points is transformed into a scalar by
a learnable linear function, followed by a ReLU activation. d acts as a distance
threshold which is a hyper-parameter.

3.3 Multi-head mechanism

Although a single head SPIL module can perform interaction feature extraction
on skeleton points, because the connection between the joint points of the human
body is ever-changing, each points may have different types of features. For
example, a joint point has an information effect on its own posture and also
a dynamic information effect on the interaction between human bodies at the
same time, we call it a point with different types of features. Specifically, as
shown in Fig 4, for a certain skeletal point such as the elbow joint, the first head
may be sensitive to the information of the human elbow joint’s own posture,
such as judging whether it is a “punch” posture; while the second head is more
concerned with the connection of elbow joint motion information between people
to extract dynamic features. In the same way, the remaining (H-2) heads extract
different features for other types that may be related.

For this reason, the designed multi-head mechanism allows the SPIL module
to work in parallel to capture diverse types of relation points. Every weights Wι

is computed in the same way according to Eq 2, where ι ∈ H is the number of
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heads. It should be noted that independent headers do not share weights during
the calculation. By using the multi-head mechanism, the model can make more
robust relational reasoning upon the points.

3.4 Skeleton Point Convolution

To perform reasoning on the skeleton points, unlike the standard 2D or 3D
convolutions that run on a local regular grid. For a target point, the outputs are
updated features of each object points from all its neighbors. We can represent
one layer of convolutions as:

X(l+1) = WX(l)Z(l), (7)

where W ∈ RK×K represents the interaction weights we have introduced in
Sec 3.2. X(l) ∈ RK×C′

is the input feature projected by g(·) mapping function of
a centroid grouping skeleton point set. Z(l) ∈ RC′×d is the layer-specific learnable
weight matrix. After each layer of convolutions, we adopt non-linear functions
for activating before the feature X(l+1) is forwarded to the next layer. We stack
the convolution operation into two layers in our work.

To combine multi-head weights, in this work, we employ the concatenation
fusion function. We can extend Eq 7 as:

X(l+1) =
H

‖
ι
(WιX

(l)Z(l)
ι , dim = 1), (8)

where Wι indicates different types of weights and the different Zι are not shared.
‖(·) function aggregates and fuses the output information of all H heads. Namely,
all K×d-dim features will concatenate together to form a new feature ∈ RK×D,
where D =

∑H
1 d. Thus the points can be increased in dimensionality to ob-

tain more characteristic information. Afterward, for each subsampled centroid
grouping points, Maxpooling is applied for fusing K local region points that are
updated by Eq 8.

Finally, as illustrated in Fig 2. the output relational features are forwarded to
an average pooling layer, which calculates the mean of all the proposal features
and leads to a 1×1024 dimensions representation. Then it is fed to the classifier
to generate predictions. YW denotes the labels and ŶW are predictions, with
standard cross-entropy loss, the final loss function is formed as:

L = L(YW , ŶW ). (9)

4 Experiments

In this section, we evaluate our method on public violent video datasets. The
results show that our method outperforms representative baseline methods and
achieves state-of-the-art performance.

Dataset Details: We train and evaluate our model on four datasets (Hockey-
Fight dataset [21], Crowd Violence dataset [15], Movies-Fight dataset [22] and
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the RWF-200 Violence dataset [5]) for video violence recognition. To the best of
our knowledge, RWF-2000 is the largest dataset which consists of 2,000 video
clips captured by surveillance cameras in real-world scenes. Each video file is a 5-
second video clip with 30 fps. Half of the videos contain violent behaviors, while
others belong to non-violent actions. All videos in this dataset are captured by
surveillance cameras in the real world, none of them are modified by multimedia
technologies. Unlike ordinary action video datasets, where there are only one or
two people, these violent video datasets usually have a lot of characters in each
video and they are not fixed. The background information is complicated and
the dynamic information of each character is also more changeable.

Implementation Details: Our implementation is based on PyTorch deep
learning framework. Under the setting of batch-size 8 and 2048 sampled points,
dropout [16] is applied to the last global fully connected layer with a ratio of 0.4.
We train our model from scratch for 200 epochs using SGD with momentum and
a learning rate of 10-3 on 4 Nvidia 2080Ti GPUs. Empirically, we set the layer
number of our SPIL modules to 3 and Tframe = 5. Augmentation is used during
the training with randomly jittering and rotating(±10%). For the baseline of
our skeleton point convolution network, we give a vanilla model without using
SPIL and multi-head mechanism. In other words, we simply use the feature
information of the points and single header, ignoring the position information,
and then use the multi-layer perceptrons to perform operations. We run all
experiments four times with different random seeds and report mean accuracies.
For simplicity, we define the method using Eq 4 as SPIL-Space, and SPIL-
Span represents using Eq 5 while SPIL-Mask implies Eq 6’s stratgey.

4.1 Ablation Study

To show the impact of the SPIL module and the hyper-parameter in our network,
we conduct several ablation studies on the RWF-2000 dataset. First, we compare
the baseline model with the SPIL convolution of the three discussed solutions we
designed. Among them, we all use a single head method for a fair comparison.
At the same time, we set the default value as 0.02 in the hyper-parameter of the
threshold d in Eq 6.

Method Baseline SPIL-Space SPIL-Span SPIL-Mask

Accuracy(%) 84.3 86.4 88.0 88.7

Table 1. Exploration of different skeleton points interaction learning strategies.

As shown in table 1, In the case of point convolution operation without using
SPIL to extract both feature and position information of points, our baseline has
an accuracy of only 84.3%. After using our proposed SPIL module, base on a
single head, all methods outperform the based model, demonstrating the effec-
tiveness of modeling interaction weights between points. And the SPIL-Mask
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Num-head 1 2 4 8 16 32 64

SPIL-Mask (%) 88.7 88.9 89.0 89.2 89.1 88.9 89.0

Baseline (%) 84.3 84.6 84.8 84.7 84.7 84.6 84.6

Table 2. Exploration of number of multi-heads.

yields the best accuracy with 88.7% than the other two ways. We conjecture that
the function of the mask can filter out some redundant information and make
the information more stable. In the rest of the paper, we choose SPIL-Mask to
represent our main method.

We also reveal the effectiveness of building a multi-head mechanism to cap-
ture diverse types of related information. As depicted in table 2, we compare
the performance of using different numbers of heads in baseline and our model,
which the results indicate that multi-head mechanism can improve both meth-
ods in different degrees. When head number is set to 8, SPIL-Mask is able to
further boost accuracy from 88.7% to 89.2%. Meanwhile, too many heads will
lead to redundant learning features and will increase computational costs.

Eu-Distance d1 = 0.01 d2 = 0.02 d3 = 0.04 d4 = 0.08

Accuracy(%) 88.7 89.2 89.3 89.0

Table 3. Exploration of different distance threshold d in Eq 6.

Furthermore, we also implement experiments to reveal the effect of the hyper-
parameter threshold of d on network performance. As shown in table 3, We see
that when d = 0.04 achieves the best performance approaching 89.3%. We con-
jecture that a too-small threshold will cause network information to be lost, and
a too-large threshold will cause a negative effect of excess network information.
Thus, we adopt head number H= 8, d= 0.04 in the following experiments.

4.2 Comparison with the State of the Art

We compare our approach with state-of-the-art approaches. Here, we adopt sev-
eral models that perform well in traditional video action recognition tasks, and
apply them to the violent video recognition tasks in this paper (they all are
pre-trained on Kinetics [18]). At the same time, we also compared the excellent
models in processing 3D point clouds tasks with our method.

As shown in table 4 on RWF-200 dataset, above the solid line it can be seen
that although these methods reach the state-of-the-art level in general video
action recognition tasks, their best results can only reach 87.3% in violent
video recognition which is 2% lower than our proposed method with accuracy in
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Method Core Operator Accuracy(%)

TSN [33] Two-Stream 81.5
I3D [4] Two-Stream 83.4

3D-ResNet101 [14] 3D Convolution 82.6
ECO [42] 3D Convolution + RGB 83.7

Representation Flow [23] Flow + Flow 85.3
Flow Gated Network [5] 3D Convolution + flow 87.3

PointNet++ [25] Multiscale Point MLP 78.2
PointConv [36] Dynamic Filter 76.8
DGCNN [34] Graph Convolution 80.6

Ours SPIL Convolution 89.3

Table 4. Comparison with state-of-the-art on the RWF-2000 dataset.

89.3%. This shows that traditional action video recognition methods lack the
ability to extract the dynamic characteristics of people in the violence videos
and the long-term correlation performance in each frame. At the same time, in
violent videos, due to the diversity of characters and the variety of scenes, as a
result, these methods rely on information such as optical flow information, global
scene characteristics are invalidated, resulting in low recognition results. When
we use human skeleton points to identify action characteristics, previous point
clouds methods are not targeted and are not sensitive to the skeleton points,
therefore, the recognition results are not accurate enough. By learning different
skeleton points interactions through our method, we can reach the leading level.

Method Hockey-Fight(%) Method Crowd (%)

3D CNN [9] 91.0 3D CNN [9] -
MoWLD + BoW [40] 91.9 MoIWLD + KDE [39] 93.1

TSN [33] 91.5 TSN [33] 81.5
I3D [4] 93.4 I3D [4] 83.4

ECO [42] 94.0 ECO [42] 84.7
Representation Flow [23] 92.5 Representation Flow [23] 85.9
Flow Gated Network [5] 98.0 Flow Gated Network [5] 88.8

PointNet++ [25] 89.7 PointNet++ [25] 89.2
PointConv [36] 88.6 PointConv [36] 88.9
DGCNN [34] 90.2 DGCNN [34] 87.4

Ours 96.8 Ours 94.5

Table 5. Comparison with state-of-the-art on the Hockey-Fight and Crowed Violence
dataset.

We further evaluate the proposed model on the Hockey-Fight and Crowd
Violence dataset. As shown in table 5, specifically, in terms of accuracy, the
average level on the crowd dataset is lower than the hockey dataset. This is
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because the crowd dataset has more people and its background information
is relatively complicated. Therefore, some previous work is difficult to have a
high degree of recognition. Our SPIL module is not affected by complex scenes.
It obtains features by extracting the skeleton point clouds information of the
people, which can achieve a high accuracy rate. This outstanding performance
shows the effectiveness and generality of the proposed SPIL for capturing the
related points information in multiple people scene.

Method Accuracy(%)

Extreme Acceleration [8] 85.4
TSN [33] 94.2
I3D [4] 95.8

3D-ResNet101 [14] 96.9
ECO [42] 96.3

Representation Flow [23] 97.3

PointNet++ [25] 89.2
PointConv [36] 91.3
DGCNN [34] 92.6

Ours 98.5

Table 6. Comparison with state-of-the-art on the Movies-Fight dataset.

Finally, we validate our model on the Movies-Fight dataset. As can be seen
in table 6, our method can outperform the existing methods. Under different
datasets and different environmental scenarios, our method does not rely on other
prior knowledge and will not overdone in one dataset and causes inadaptability
in other scenarios.

4.3 Failure Case

Fig. 5. From left to right: “hockey ball scrambling”, “hug”, “dance”, “high five” and
“wave”.

To further analyze the network effect, we study the misclassification results
of the above four datasets. We found that some similar to violent actions are
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misclassified as violence. As shown in Fig 5, some movements in the picture that
have physical contact, models consider they are fighting or some other violence.
Therefore, we collect all these easily confused samples from 4 datasets evenly
and formed them into a new small dataset for classification.

Fig 6 shows the confusion matrix comparison. In those actions that are very
similar to violence but are not actual acts of violence, compared with the tradi-
tional video action recognition technique, our method can have a large degree of
discrimination to classify these actions. The above results illustrate that the pro-
posed network is an effective method for video violence recognition. Essentially
paying more attention to the information about the skeletal modality movements
of the characters will help to distinguish the behaviors of the characters.

Fig. 6. Confusion matrix comparison on the confused sample. (a) ECO [42] method.
(b) Our SPIL method.

5 Conclusion

In this paper, we propose a novel and effective approach for video violence recog-
nition. To the best of our knowledge, we are the first one to solve this task by
using a 3D point clouds technique to extract action feature information of human
skeleton points. By introducing the Skeleton Points Interaction Learning (SPIL)
module, our model is able to assign different weights according to different skele-
ton points to obtain the motion characteristics of different people. Furthermore,
we also design a multi-head mechanism to process different types of informa-
tion in parallel and eventually aggregate them together. The experiment results
on four violent video datasets are promising, demonstrating that our proposed
network outperforms the existing state-of-the-art violent video recognition ap-
proaches.
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