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1 Details of Coarse-to-fine Generative Framework

As described in Sec 3.1 in the paper, we adopt three cascaded generators to ob-
tain coarse-to-fine synthesized images. At each stage, the generator G; is adopted
to generate intermediate feature maps C; which could be directly mapped to
generated image by convolutional layers.

As shown in Figure 1 (a), the global embedding for the whole sentence s
concatenated with Gaussian noise z is processed by G, which is composed of a
FC layer, a reshape layer and four cascaded upsampling layers. The obtain in-
termediate feature map Cg, together with Hg, are then fed into the subsequent
generators G; and G, which consists of three residual blocks and a upsampling
layer. Here Hy is the output of the attention model F*** designed to attend to the
word embeddings W to each pixel of Cop. Formally, given the input word embed-
ding W = {w1,wy,...wr} and the intermediate feature map C; € R4*NixNi|
the H; is modeled as:

H; = FM"Y(W,C;), i=0,1. (1)

Herein N; x N; is the shape of intermediate feature map at the stage ¢ and
w; € R? denotes the embedding for the ¢-th word. The word embeddings are
first projected into the common space of the intermediate features by a FC
layer, i.e., W; = M,w;, where M,, € R¥*?. Suppose the (m,n)-th intermediate
feature in the feature map is denoted as C;"™" € R% m,n € 1,2,3,..., N;. We
compute the dynamic representation of word embeddings related to the (m, n)-th
intermediate feature by attention mechanism:
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Fig. 1: Tllustration of the coarse-to-fine framework of our CPGAN: (a) the struc-
ture of the initial generator Go; (b) the structure of generators G, Ga; (c) the
structure of unconditional discriminator.

where H; € RA*NixNi jg the dynamic representation of word embeddings related
to the intermediate feature maps C;.

2 The Structure of Unconditional Discriminators

The unconditional discriminator D¢ in Sec 3.1 in the paper consists of five
cascaded downsampling layers, a Reshape layer and a FC layer, as illustrated in
Figure 1 (c).

3 DAMSM Loss

We employ DAMSM [1] to construct our TISCL loss function for modeling the
non-matching loss between a textual description X and the corresponding syn-
thesized image I. Formally, given the final word embeddings W = {w,ws,... wr}
and sentence embedding s obtained by our text encoder in Equation 8 in the
paper and the image embedding V € R256%190 by our image encoder shown in
Equation 9 in the paper, the TISCL is modeled as:

Lrisct, = Loamsm(W, s,V f). (3)

Here f € R? is the image global feature extracted from the last average pooling
layer of Inception-V3. We use wy as the sentence embedding s € R?.

We first reshape W into matrix W € R4*7". The similarity matrix for pairs
of words and sub-regions is computed by:

Sim = (W)7V, (4)

where Sim; ; is the dot-product similarity between the i-th word of the sentence
and the the j-th sub-region of the image. We calculate the dynamic represen-
tation c; for the word embedding w; attending to the sub-regions of the image
features by:
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where v is a factor that determines how much attention is paid to features of
its relevant sub-regions when computing the region-context vector for a word.
Finally, we define the semantic consistency between each word of input text and
different sub-region of the image using the cosine similarity, i.e., R(c;, w;) =
(cTw;)/(||ci||||wil]). The image-text matching score between the entire image I
and the whole sentence description D is define as:

T
R(L,D) =log(}_ exp(2R(ci, w:)))'/ 2, ®)

i=1

where 75 is a factor that determines how much to magnify the importance of the
most relevant word-to-region-context pair.

In a mini-batch of iteration, the posterior probability of sentence D; matching
with the corresponding image I, is obtained by:

exp(R(v31;, Dy))

M )
Zj:1 exp(R(131;, Dy))
where 3 is a smoothing factor determined by experiments. M is batch size. Then

the word-level loss function of the positive image-sentence pair in a mini-batch
is define as:

P(D;|L;) = 9)

M
£¥ = -3 log P(D[L,) + log P(I,|D;) (10)

i=1

For the sentence embedding s and the image global feature f, we define the
image-text matching score by:

R(L,D) = (£7s)/(IE7[]/Is]])- (11)

The sentence-level loss £° is modeled as:

S, exp(R(y51:, D;))
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M
L =— Zlog p(Dilli) + log P(Iz|Dz) (13)
i—1

Finally, the DAMSM loss is define as:

Lpamsm =LY + LF (14)
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