Neural Object Learning for 6D Pose Estimation
Using a Few Cluttered Images
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Abstract. Recent methods for 6D pose estimation of objects assume
either textured 3D models or real images that cover the entire range of
target poses. However, it is difficult to obtain textured 3D models and
annotate the poses of objects in real scenarios. This paper proposes a
method, Neural Object Learning (NOL), that creates synthetic images
of objects in arbitrary poses by combining only a few observations from
cluttered images. A novel refinement step is proposed to align inaccurate
poses of objects in source images, which results in better quality images.
Evaluations performed on two public datasets show that the rendered
images created by NOL lead to state-of-the-art performance in compari-
son to methods that use 13 times the number of real images. Evaluations
on our new dataset show multiple objects can be trained and recognized
simultaneously using a sequence of a fixed scene.
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1 Introduction

The pose of an object is important information as it enables augmentation reality
applications by displaying contents in correct locations and robots to grasp and
place an object precisely. Recently, learned features from color images using
Convolutional Neural Networks (CNN) have increased performance of object
recognition tasks [9, 10] including pose estimation [21, 24,27, 31, 34, 35, 45]. These
methods have achieved the best performance on benchmarks for pose estimation
using household objects [13, 19, 43].

However, methods using CNNs require a large number of training images to
cover potential view points of target objects in test environments. There have
been two approaches to create training images for pose estimation methods:
rendering synthetic images using textured 3D models [21,34] or cropping real
images and pasting them on random background images [2,27,31]. Recently,
state-of-the-art performance has been accomplished by using both synthetic and
real images [23, 24, 28]. Unfortunately, both textured 3D models and large num-
bers of real images are difficult to obtain in the real world. Textured 3D models
included in pose benchmarks are created with special scanning devices, such as
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Fig. 1. The proposed method, NOL, uses a few cluttered scenes that consist of new
target objects of which to render images in arbitrary poses. Rendered images are used
to train pipelines for 6D pose estimation and 2D detection of objects

the BigBIRD Object Scanning Rig [3] or a commercial 3D scanner [19]. During
this scanning operation, objects are usually placed alone with a simple back-
ground and consistent lighting condition. Precise camera poses are obtained
using visible markers or multiple cameras with known extrinsic parameters. In
the real environment, however, target objects are placed in a cluttered scene, are
often occluded by other objects and the camera pose is imprecise. Furthermore,
the manual annotation of 6D poses is di cult and time consuming because it
requires the association between 3D points and 2D image pixels to be known.
Thus, it is bene cial to minimize the number of images with pose annotations
that are required to train 6D pose estimators. This motivates us to develop a
new approach to create images of objects from arbitrary view points using a
small number of cluttered images for the purpose of training object detectors
and pose estimators.

In this paper, we propose Neural Object Learning (NOL), a method to syn-
thesize images of an object in arbitrary poses using a few cluttered images with
pose annotations and a non-textured 3D model of the object. For new objects,
NOL requires 3D models and cluttered color images (less than 16 images in
our evaluations) with pose annotations to map color information to vertices. To
overcome pose annotation errors of source images, a novel re nement step is pro-
posed to adjust poses of objects in the source images. Evaluation results show
that images created by NOL are su cient to train CNN-based pose estimation
methods and achieves state-of-the-art performance.

In summary, this paper provides the following contributions: (1) Neural Ob-
ject Learning that uses non-textured 3D models and a few cluttered images
of objects to render synthetic images of objects in arbitrary poses without re-
training the network. (2) A novel re nement step to adjust annotated poses of
an object in source images to project features correctly in a desired pose without
using depth images.(3) A new challenging dataset, Single sequence-Multi Ob-



