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Abstract. We present an efficient, effective, and generic approach to-
wards solving inverse problems. The key idea is to leverage the feedback
signal provided by the forward process and learn an iterative update
model. Specifically, at each iteration, the neural network takes the feed-
back as input and outputs an update on current estimation. Our ap-
proach does not have any restrictions on the forward process; it does not
require any prior knowledge either. Through the feedback information,
our model not only can produce accurate estimations that are coherent
to the input observation but also is capable of recovering from early in-
correct predictions. We verify the performance of our model over a wide
range of inverse problems, including 6-DOF pose estimation, illumina-
tion estimation, as well as inverse kinematics. Comparing to traditional
optimization-based methods, we can achieve comparable or better per-
formance while being two to three orders of magnitude faster. Compared
to deep learning-based approaches, our model consistently improves the
performance on all metrics.

1 Introduction

Given a 3D model of an object, the light source(s), and their relevant pose to
the camera, one can generate highly realistic images of the scene with one click.
While such a forward rendering process is complicated and requires explicit
modeling of interreflection, self-occlusion, as well as distortion, it is well-defined
and can be computed effectively. However, if we were to recover the illumination
parameters or predict the 6 DoF pose of the object from the image in an inverse
fashion, the task becomes extremely challenging. This is because a lot of crucial
information is lost during the forward (rendering) process. In fact, many compli-
cated systems in natural science, signal processing, and robotics, all face similar
challenges – the model parameters of interest cannot be measured directly and
need to be estimated from limited observations. This family of problems are
commonly referred to as inverse problems. Unfortunately, while there exists
sophisticated theories on how to design the forward processes, how to address
the inherent ambiguities of the inverse problem still remains an open question.

One popular strategy to disambiguate the problem is to model the inverse
problem as a structured optimization task and incorporate human knowledge
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Fig. 1: Prior work on inverse problems: (a) Structured optimization ap-
proaches require hand-crafted energy/objective functions and are sensitive to
initializations which makes them easy to get stuck in local optima. (b) Direct
learning based methods do not utilize the available forward process as feedback
to guarantee the quality of the solution. Without this feedback, the models can-
not rectify the estimates effectively as shown above.

into the model [19,49,21,56]. For instance, the estimated solution should agree
with the observation [48] and be smooth [47,3], or should follow a certain statisti-
cal distribution [33,64,2]. Through imposing carefully designed objectives, classic
structure optimization methods are able to find a solution that not only agrees
with the observation but also satisfies our prior knowledge about the solution.
In practice, however, almost no hand-crafted priors can succeed in including all
phenomena. To ensure that the optimization problem can be solved efficiently,
there are multiple restrictions on the form of the priors as well as the the forward
process [4], both of which increases the difficulty of design. Furthermore, most
optimization approaches require many iterations to converge and are sensitive
to initialization.

On the other hand, learning based methods propose to directly learn a map-
ping from observations to the model parameters [60,24,72,68,55]. They capitalize
on powerful machine learning tools to extract task-specific priors in a data-driven
fashion. With the help of large-scale datasets and the flourishing of deep learn-
ing, they are able to achieve state-of-the-art performance on a variety of inverse
problems [69,61,57,13,23]. Unfortunately, these methods often ignore the fact
that the forward model for inverse problems is available. Their systems remain
open loop and do not have the capability to update their prediction based on the
feedback signal. Consequently, the estimated parameters, while performing well
in majority cases, may generate a result that is either incompatible with the real
observation or not realistic.

With these challenges in mind, we develop a novel approach to solving in-
verse problems that takes the best of both worlds. The key idea is to learn to
iteratively update the current estimation through the feedback signal from the
forward process. Specifically, we design a neural network that takes the obser-
vation and the forward simulation result of the previous estimation as input,
and outputs a steepest update towards the ideal model parameters. The advan-
tages are four-fold: First, as each update is trained to aggressively move towards
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Difference: y(t) - y

(a) Our approach

Fig. 2: Overview: Our model iteratively updates the estimation based on the
feedback signal from the forward process. We adopt a closed-loop scheme to
ensure the consistency between the estimation and the observation. We neither
require an objective at test time, nor have any restrictions on the forward process.
Click here to watch an animated version of the update procedure.

the ground truth, we can accelerate the update procedure and reach the target
with much fewer iterations than classic optimization approaches. Second, our
approach does not need to explicitly define the energy. Third, we do not have
any restrictions on the forward process, such as differentiability, which greatly
expands the applicable domains. Finally, in contrast to the conventional learning
methods, our method incorporates feedback signals from the forward process so
that the network is aware of how close the current estimation is to the ground
truth and can react accordingly. The estimated parameters generally lead to
results closer to the observation.

We demonstrate the effectiveness of our approach on three different inverse
problems in graphics and robotics: illumination estimation, 6 DoF pose estima-
tion, and inverse kinematics. Compared to traditional optimization based meth-
ods, we are able to achieve comparable or better performance while being two to
three orders of magnitude faster. Compared to deep learning based approaches,
our model consistently improves the performance on all metrics.

2 Background

Let x ∈ X be the hidden parameters of interest and let y ∈ Y be the measurable
observations. Denote f : x→ y as the deterministic forward process. The aim of
inverse problem is to recover x given the observation y and the forward mapping
f . In the tasks that we consider, X is a group such as X = SE(3) for 6 DoF pose
estimation and X = R3 when estimating the position of the light source

2.1 Structured optimization

Structured optimization methods generally formulate the inverse problem as an
energy minimization task [8,11,12,52,29,48,21]:

x∗ = arg min
x
E(x) = arg min

x
Edata(f(x),y) + λEprior(x),

http://people.csail.mit.edu/weichium/img/deep-optimizer-teaser.gif
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Algorithm 1 Deep Feedback Inverse Problem Solver

1: input observation y, forward model f(·) and init x0

2: for iter = 0, 1, . . . , T − 1 do
3: Run forward model: yt = f(xt)
4: Compute update: xt+1 = xt + gw(xt,yt,y)
5: end for
6: output xT

where the data term Edata measures the similarity between the observation y
and the forward simulated results f(x) of the hidden parameters x; and the
prior term Eprior encodes humans’ knowledge about the solution x. As the
energy function is often non-convex, iterative algorithms are used to refine the
estimation. Without loss of generality, the update rule can be written as:

xt+1 = xt + gE(xt,yt,y) (1)

where gE(xt,yt,y) is an analytical update function derived from the energy
function E, and yt = f(xt). For instance, in continuous-valued inverse problems,
gE = −AE(xt)∇E(xt), where ∇E(x) is the first-order Jacobian and AE is a
warping matrix that depends on the optimization algorithm and the form of the
energy. For instance, AE is simply a (approximated) Hessian matrix in Newton
method and is equivalent to the step size in first order gradient descent.

One major advantage of these approaches is that they explicitly take into ac-
count how close f(x) and y are via the data term Edata, and exploit such feedback
as a guidance for the update. This ensures that the result f(x∗) generated from
the final estimation x∗ is close to the observation y. While impressive results
have been achieved, there are several challenges remaining: first, they require
both the forward process f as well as the prior Eprior to be optimization-friendly
(e.g . differentiable) so that inference algorithms can be applied. Unfortunately
this is not the case for many inverse problems and tailored approximations are
required [26,42,54,39,67]. The performance may thus be affected. Second, they
often require many updates to reach a decent solution (e.g . first-order methods).
If higher order methods are exploited to speed up the process, the update may
become expensive (e.g ., second-order methods). Third, carefully designed priors
are necessary for identifying the true solution from multiple feasible answers.
This is particularly true for ill-posed inverse problems, such as super-resolution
and inverse kinematics, in which there exists infinite number of feasible solutions
that could generate the observation. Additionally, the energy must be designed
in a way that is easy to optimize, which is sometimes non-trivial. Finally, these
optimization methods are typically sensitive to the initialization.

2.2 Learning based methods

Another line of work [10,71,32,37,30] has been devoted to directly learning a
mapping from the observations y to the solution x:

x∗ = g(y;w). (2)
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Fig. 3: Quantitative analysis on 6 DoF pose estimation. Our deep opti-
mizer is robust, accurate, and significantly faster.

Here, g(·;w) is a learnable function parameterized by w. These approaches try to
capitalize on the feature learning capabilities of deep neural networks to extract
statistical priors from data, and approximate the inverse process without the help
of any hand-crafted energies. While these methods have achieved state-of-the-art
performance in many challenging inverse tasks such as inverse kinematics [51,74],
super-resolution [32,63], compressive sensing [28], image inpainting [50,41], illu-
mination estimation [35,43], reflection separation [73], and image deblurring [46],
they ignore the fact that the forward process f is known.

As a consequence, there is no feedback mechanism within the model that
scores if f(x∗) is close to y after the inference, and the model cannot update the
estimation accordingly. The whole system remains open loop.

3 Deep Feedback Inverse Problem Solver

In this paper we aim to develop an extremely efficient yet effective approach
to solving structured inverse problems. We build our model based on the ob-
servation that traditional optimization approaches and current learning based
methods are complementary – one is good at exploiting feedback signals as guid-
ance and inducing human priors , while the other excels at learning data-driven
inverse mapping. Towards this goal, we present a simple solution that takes the
best of both worlds. We first describe our deep feedback network that iteratively
updates the solution based on the feedback signal generated by the forward pro-
cess. Then we demonstrate how to perform efficient inference as well as learning.
Finally, we discuss our design choices and the relationships to related work.

3.1 Deep Feedback Network

As we have alluded to above, structured optimization and deep learning have
very different yet complementary strengths. Our goal is to bring together the
two paradigms, and develop a generic approach to inverse problems.

The key innovation of our approach is to replace the analytical function gE
defined in structured optimization approach at Eq. 1 with a neural network.
Specifically, we design a neural network gw that takes the same set of inputs
as gE and outputs the update. The hope is that the model can perceive the
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Optimization Trans. Error Rot. Error Outlier
Methods Step Time Mean Median Mean Median (%)

NMR [26] 105 3.67 s 0.1 0.05 5.78 1.68 20.3
SoftRas [42] 157 25 s 0.05 0.003 4.14 0.5 8.03
Deep Regression 1 0.004 s 0.07 0.06 10.07 7.68 5
Ours 5 0.02 s 0.02 0.009 2.64 1.02 2.6

Table 1: Quantitative comparison on 6 DoF pose estimation.

difference between the observation y and the simulated forward results yt and
then predict a new solution based on the feedback signal. In practice, we employ
a simple addition rule and fold the step size, parameter priors all into gw:

xt+1 = xt + gw(xt,yt,y), where yt = f(xt). (3)

The network architectures design depends on the form of observational data
y and solution x. For instance, for inverse graphics tasks, we utilize convolu-
tional neural networks, since the observations are images. This not only allows
us to sidestep all requirements imposed on f (e.g . differentiability), but also
removes the need for explicitly defining energies. Unlike conventional learning
based methods, we take both yt and y as input to the update so that we incor-
porate the feedback signal through comparing the two.

We derive our final deep structured inverse problem solver by applying the
aforementioned update functions in an iterative manner. The algorithm is sum-
marized in Alg. 1. At each step, the solver takes as input the current solution
xt, the observation y, and the forward simulated results yt, and predicts the
next best solution as defined in Eq. 3. In practice, the stopping criteria could
either be based on a predefined iteration number or on checking convergence by
measuring the difference between solutions from two consecutive iterations.

3.2 Learning

The full deep structured inverse problem solver can be learned in an end-to-end
fashion via back-propagation through time (BPTT). Yet in practice we find that
applying loss function over each stage’s intermediate solution xt yields better
results. Deep supervision greatly accelerates the speed of convergence.

However, it is non-trivial to design a learning procedure for each iterative up-
date function gw, as there exist infinite paths towards the ideal solution. Ideally,
we would like our solution to descend towards the ideal solution as quickly as
possible. Thus, inspired by [70], at each iteration, we learn to aggressively pre-
dict the update required to reach the ideal solution. At each stage, the learning
procedure finds the best w through minimizing the following loss function:

arg min
w

∑
(y,xgt)

∑
t

`(xgt,x
t + gw(xt,yt,y)).

` is a task-specific loss function; for instance, ` is l2-norm for inverse kinematics.
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GT NMR SoftRas Regress. Ours GT NMR SoftRas Regress. Ours

Fig. 4: Qualitative comparison on 6 DoF pose estimation: We infer the
poses from only silhouette images. The rendered colored images in the figure are
for visualization purpose.

3.3 Discussions

Stage-wise network: In our standard approach described before, gw is shared
across all steps. However, the proximity to the ideal solution varies at different
step. As a consequence, early iteration often takes inputs that are farther to
the ideal solution than what a late iteration update step takes. This brings
difficulties to the network as it needs to handle a variety of output scales across
different iteration steps. This motivates us to train a separate update function
per step gtw(xt,yt,y) that better captures the input data distribution at each
iteration. To learn this non-shared weight network, we conduct a stage-wise
training procedure. We start to train the g0w first. Then acquire y0 for all the
training data, which allow us to train g1w. We repeat this procedure until gTw is
trained. In total T models {gtw} are trained. Please refer to the supp. material
for the comparison between sharing weights and not sharing weights.

Adaptive update: Our current update rule is simply an addition, yet it can
be easily extended to more sophisticated settings to handle more complex sce-
narios. For instance, one can apply the classic momentum technique on top of
the predicted gradient to stabilize the optimization trajectory. One can also
learn another meta-network to dynamically adjust the output of our update
network. While all of these options are feasible, we find that in practice a sim-
ple strategy suffices. Inspired by the Levenberg-Marquardt method [4], we ex-
ploit a damping factor λ to control the effectiveness of the update network, i.e.,
xt+1 = xt + λ · gw(xt,yt,y). Specifically, λ is initialized to 1 at the beginning
of each update. If the new estimation results in a lower data energy than that
of the original one, we update the estimation. Otherwise we reduce λ by half



8 Wei-Chiu Ma et al .

Forward Inverse
Module Rendering Update Total

NMR [26] 28 ms 7 ms 35 ms
SoftRas [42] 76 ms 84 ms 160 ms
Ours 2.6 ms 0.9 ms 3.5 ms

Table 2: Runtime breakdown
of a single optimization step
for 6 DoF pose estimation.
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Fig. 5: Runtime vs number of faces. (Left)
Forward rasterization time. (Right) Backward
gradient computation (inverse update) time.

and re-compute. We only need to compute the update gradient once. The for-
ward process is executed on the GPU and hence the computational overhead
is negligible. Through this simple rule, we can guarantee that Edata(xt,y) de-
creases after every iteration. Empirically xt becomes closer to the ground truth
x as well, since the ambiguity arising from the data term disappears when the
estimation is already sufficiently close.

Relationship to existing work: Our model is closely related to the family
of iterative networks [17,59,36,5,16,53,58,66,65,7,38,40], in particular the stacked
inference machines [53,58,66,65,7]. Unlike previous methods that require the
model to implicitly learn the relationship between the input and the preceding
estimation, we leverage the forward process to explicitly establish the connec-
tion among them and close the loop. This is of crucial importance for inverse
problems since the two spaces are very distinct (e.g . illumination parameters vs
RGB image). The idea of learning to update is inspired by supervised descent
methods [70]. However, unlike their approach we learn the mapping and the
feature simultaneously. Furthermore, we focus on inverse problems and design a
closed-loop scheme to incorporate feedback signals, while they simply perform
iterative update in an open loop setting. Developed independently, Flynn et al .
[14] propose a similar approach for view synthesis. Their model, however, re-
lies on the analytical gradient components. They thus requires the system to be
differentiable. In contrast, our approach directly predicts the update from the
observation and the feedback signal. We do not require explicit gradient compu-
tation and thus do not have such a limitation. Please refer to the supp. material
for more discussion on reinforcement learning and other prior art [7,34].

Applicability: Unlike previous work, our approach neither has restrictions
on the forward process f , nor need to construct domain-specific objectives at
test time. During inference, at each iteration, we simply adopt a feed-forward
operation g on top of current estimate and predict the update. Our method is
applicable to a wide range of tasks so long as the forward process function f is
available. In the following sections, we showcase our approach on two different
inverse graphics tasks (object pose estimation and illumination estimation from
a single image) as well as one robotics task (inverse kinematics).
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Training on 0◦ − 40◦ Trans. Error Rot. Error (◦)
Evaluation Rot. Range Mean Median Mean Median

40◦ − 45◦ 0.05 0.03 11.33 4.97
45◦ − 50◦ 0.05 0.04 15.62 5.60
50◦ − 55◦ 0.06 0.04 18.58 6.86
55◦ − 60◦ 0.07 0.05 24.14 9.58

Table 3: Test on unseen rotations.

4 Application I: 6-DoF Object Pose Estimation

Problem formulation: Assume that the 3D model of the object is given
[20,6] and the camera intrinsic parameters are known. For a given object pose
wrt the camera, denoted as x ∈ SE(3), we can generate the corresponding im-
age observation y through a forward rendering function f : x→ y, powered by
a graphics engine. The goal of 6 DoF pose estimation is to invert the process
and recover the latent pose x from the observation image y. This problem is
particularly important for problems such as robot grasping [34] and self-driving
[44]. Unlike previous approaches that leverage RGB information or depth geom-
etry to guide the pose estimation, we focus on a more challenging setting where
the observation is a single silhouette image y ∈ {0, 1}H×W . The object pose
x = (xquat;xtrans) is represented by a unit quaternion for rotation xquat and a
3D translation vector xtrans.

Data: We use the 3D CAD models from ShapeNet [9] within 10 categories:
cars, planes, chairs, bench, table, sofa, cabinet, bed, monitor, and couch. The
dataset is split into training (70%), validation (10%) and testing (20%). For
each object, we randomly sample an axis from the unit sphere and rotate the
object around the axis by θ ∼ [−40, 40] degrees. We further translate the object
along each axis by a random offset within [−0.2, 0.2] meters. Given the randomly
generated ground truth object poses, we render 128×128 silhouette images with
non-differentiable PyRender [1] as input observations. We refer the readers to
the supp. material for the performance of our model on other image sizes.

Metrics: We measure the translation error with euclidean distance and the
rotation error with angular difference. Inspired by [15], we also compute the
outlier ratio as an indicator of the general quality of the output. Specifically, we
define the prediction to be an outlier if the translation error is higher than 0.2
or the rotation error is larger than 30◦.

Network architecture: Our deep feedback network gw is akin to the classic
LeNet [31]. It takes as input the rendered image yt = f(xt), the observed image
y, as well as the difference image ŷ − yt, and directly outputs the update ∆x.
We apply an additional normalization operator over the rotation component to
correct it to a valid unit quaternion. We unroll our deep feedback network for
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Optimization Directional light Point light
Methods Step Time Mean Median Outliers Mean Median Outliers

NMR1[26] 166.7 58.3 s 0.099 0.037 19.2% - - -
Deep regression [22] 1 0.043 s 0.067 0.022 24% 0.111 0.084 11%
Ours 7 0.183 s 0.052 0.008 8% 0.084 0.064 9%

Table 4: Illumination estimation on ShapeNet.

five steps. MSE is employed as the loss function for both rotation and translation
since it produces the most stable results.

Baselines: For optimization methods, the energy function consists of a data
term Edata(f(x),y) that favors agreement and a prior term Eprior(x) that en-
courages the quaternion to remain on the manifold. To make the forward ren-
dering procedure f differentiable, we utilize the state-of-the-art differentiable
renderers for comparison, i.e. neural mesh renderer (NMR[26]) and soft rasteri-
zation (SoftRas [42]). We utilize the following stopping criteria for the optimizer:
(i) 500 iterations, or (ii) the silhouette difference between the observation and
the one generated by the renderer stops improving for 20 iterations. For the deep
regression method, we use the same architecture as our deep feedback network
except that no feedback is provided.

Results: As shown in Tab. 1, our method achieves a significantly lower outlier
ratio compared to other approaches. This indicates that our model is more robust
and less susceptible to becoming stuck in local optimum. It also has comparable
performance to differentiable renderers in terms of mean translation and angular
error, while being two to three orders of magnitude faster. On the other hand,
our method has much better performance than the non-feedback deep regression
method. For the category-wise performance, please refer to the supp. material.
Fig. 4 showcases some qualitative results. Our method is robust to extreme poses,
whereas optimization based method is easy to get stuck in a local optimum.

Deep feedback network as initialization: Due to the highly non-convex
structure of the energy model, a good initialization is required for optimization
methods to achieve good performance. One natural solution is to exploit our
model as an initialization and employ classic solvers for the final optimization.
By combining our approach with SoftRas, we can further reduce the error by
more than 50%. We refer the readers to supp. material for detailed analysis.

Runtime analysis: We show the runtime break down for a single update step
in Tab. 2 and the runtime w.r.t the number of faces in Fig. 5. As we neither
need to construct the computation graph nor storing any activation value for

1 NMR does not support point light. Furthermore, its directional light is highly sim-
plified and did not consider self-occlusion.
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Fig. 6: Qualitative comparison on illumination estimation.

gradient computation during the forward rasterization process, our rendering is
significantly faster. For gradient computation, SoftRas is far slower as it needs
to propagate the gradient to multiple faces. In contrast, our update model is
simply an efficient feed-forward neural net that takes as input the (difference)
silhouette images. Its speed is invariant to the number of faces.

5 Application II: Illumination Estimation

Problem Formulation: We next evaluate our method on the task of illumi-
nation estimation. The goal is to recover the lighting parameter x ∈ R3 from
the observation RGB image y ∈ RH×W×3. It has critical applications in image
relighting and photo-realistic rendering [25]. As in the 6-DoF pose estimation
task, we assume the 3D model is given.

Data: We use the same dataset as the 6-DoF pose estimation experiment for
the illumination estimation experiment. Specifically, we consider two types of
light source: directional light and point light. The two light sources are comple-
mentary and can result in very different rendering effect. During training, we
randomly sample the light position from the half unit sphere on the camera side
[22,43]. If the light is directional, we point the light towards the origin. All the
objects are set to have Lambertian surfaces. We ignore the scenario where the
light source lies on the other side of the object, as it has no effect on the ren-
dered image. For evaluation, we follow the same criteria. We perform rendering
in pyrender and the image size is set to 256×256. Empirically we found this size
provides the best balance between performance and the computational speed.

Metrics: Following [22], we use the standard mean-squared error (MSE) be-
tween the ground truth light and estimated light pose to measure the difference.
We also compute the outlier rate as described in Sec. 4.
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Optimization Position Error (cm) Rotation Error (◦)
Methods Step Time Mean Median Mean Median

L-BFGS [18] 73 27.9 s 0.38 0.01 7.19 4.68
Adam [27] 196 38.8 s 0.04 0.04 7.96 7.92
Deep6D [74] 1 0.012 s 1.9 1.6 - -
Ours 4 0.12 s 0.64 0.36 0.88 0.03

Table 5: Quantitative results on CMU MoCap.

Network architecture: We employ an encoder-decoder architecture with
skip connections as our deep feedback network. Since the 3D geometry of the
object plays an important role during rendering, we adopt depth prediction as
an auxiliary task. This allows the model to implicitly capture such notion and
reason about its relationship with illumination. During training, our deep feed-
back network estimates both the depth of the object as well as the illumination
parameters. We use MSE as the objective for both tasks. During inference, we
simply discard the depth decoder and output only the illumination part. We
unroll our network for 7 steps according to the validation performance.

Baselines: We exploit NMR [26] to minimize the energy Edata + Eprior.The
data term is the `2 distance between the observation image and the rendered
image, while the prior term constrains the light source to lie on the sphere. We
adopt the same stopping criteria as in Sec. 4. The size of the rendered image
is set to 256 × 256 based on the performance on the validation set. For deep
regression method, we exploit the state-of-the-art model from Janner et al . [22].

Results: As shown in Tab. 4, our deep feedback network outperforms the base-
lines on both setup. The improvement is significant especially in the directional
light case. We conjecture this is because the intensity of directional light does
not decay w.r.t. the travel distance, and the signals from the image are weaker.
Learning based approaches thus have to rely on feedback signals to refine the
light direction. The performance of the optimization method is limited by the
hand-crafted energy as well as the capability of renderer. NMR is sub-optimal
as it approximates the gradient with a manually designed function and does not
handle self-occlusion. In contrast, our method allows us to exploit complex ren-
dering machines as the forward model as we do not require it to be differentiable.
We note that we only report the optimization results on directional light since
NMR does not support point light source. Fig. 6 depicts the qualitative compar-
ison against the baselines. It is clear that our deep feedback mechanism is able
to recover accurate lighting information based on subtle difference between the
forward results and the observations.
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GT Step 1 Step 3 GT Step 1 Step 3

Fig. 7: Qualitative results on CMU MoCap: Our approach is able to accu-
rately predict the joint rotations within a few steps. It can also correct wrong
estimations through the feedback from the forward model (see the feet/toes in
the right column). Bottom right shows an example where our model fails.

6 Application III: Inverse Kinematics

Problem formulation Finally we exploit how our proposed method to tackle
the inverse kinematics problem. Given the 3D location of the joints of a ref-
erence pose yref

1:N and the desired joint rotations x1:N ∈ SO(3), the forward
kinematics function f rotates the joints and computes their 3D positions by
recursively applying the follow update rule from parents to children: yn =
yparent(n) + xn(yref

n − yref
parent(n)). The goal of inverse kinematics is to recover

the SO(3) rotations x1:N that ensure the specific joints are placed at the de-
sired 3D locations y1:N . Inverse kinematics has a wide range of applications,
such as robot arm manipulation, legged robot motion planning and computer
re-animation. The problem is inherently ill-posed as different rotations can re-
sult in the same observation through the forward kinematics function f , i.e.,
y = f(x1:N ) = f(x′1:N ). However, not all angles are feasible or natural due to
the dynamic constraints. Therefore, in order to accurately recover the rotations,
one has to either come up with a powerful prior or learn it from data. In this
paper, we focus on inverse kinematics over human body skeletons.

Data: We validate our model on the CMU Motion Capture Dataset (CMU
MoCap) as it contains complex human motions and a diverse range of joint
rotations. Following Yi et al . [74], we select 865 motion clips from 37 motion
categories and hold out 37 clips for testing. Each skeleton in the dataset has 57
joints. We fix the position of the hip to remove the effect of global motion.
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Metrics: We evaluate the performance of our model with joint position error
[74] and joint angular error [45,51]. The two metrics are complementary since a
small rotation error may result in a large position error due to the recursive na-
ture of the forward kinematics model, and small position error cannot guarantee
correct joint rotation due to ambiguities.

Network architecture: Our deep feedback network is a multilayer perception
akin to [74]. Following [62,51], the network takes as input the estimated joint
position, reference joint position, as well as the difference between the two, and
outputs a rotation for each joint. We unroll our model three steps. We train the
network with L2 loss on both position error and rotation error.

Baselines: We compare our model against two optimization-based approaches
and one deep regression method. For optimization methods, we employ joint
position error as our data term, i.e. Edata(f(x),y) = ‖f(x) − y‖22, and derive
a prior energy term from data to alleviate the ambiguities of joint rotations.
In particular, we fit a gaussian distribution over the Euler angles of each joint
from training data and employ it as a regularization term during inference. We
set the weight of the prior term to 0.001 and optimize both energies jointly. We
exploit two different types of optimizers: a first-order method (i.e., Adam [27])
and a quasi-Newton method (i.e., L-BFGS [18]). For deep regression method,
we compare with the current state of the art (Deep6D [74]).

Results: As shown in Tab. 5, our deep feedback network outperforms the
baselines on the rotation metric and achieve comparable performance on the
position error. By unrolling more steps and gathering feedback signals from
the forward model, we are able to reduce incorrect estimation and improve the
performance (see the Fig. 7). We refer the readers to the supp. material for
detailed analysis. On average, a single step of L-BFGS, Adam, and our approach
takes 383 ms, 198 ms, 30 ms respectively. L-BFGS takes longer to compute as it
needs to conduct gradient evaluation multiple times to approximate the Hessian.
Adam is faster in terms of computation, yet it takes far more steps to converge.
Our approach, in comparison, is significantly faster and better.

7 Conclusions

In this paper, we propose a deep feedback inverse problem solver. Our method
combines the strength of both learning-based approaches and optimization-based
methods. Specifically, it learns to conduct an iterative update over the current
solution based on the feedback signals provided from the forward process of the
problem. Unlike prior work, it does not have any restrictions on the forward
process. Further, it learns to conduct an update without explicitly define an
objective function. Our results showcase that the proposed method is extremely
effective, efficient, and widely applicable.
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