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Abstract. Incorporating multiple camera views for detection alleviates
the impact of occlusions in crowded scenes. In a multiview detection
system, we need to answer two important questions. First, how should
we aggregate cues from multiple views? Second, how should we aggre-
gate information from spatially neighboring locations? To address these
questions, we introduce a novel multiview detector, MVDet. During mul-
tiview aggregation, for each location on the ground, existing methods use
multiview anchor box features as representation, which potentially limits
performance as pre-defined anchor boxes can be inaccurate. In contrast,
via feature map perspective transformation, MVDet employs anchor-free
representations with feature vectors directly sampled from corresponding
pixels in multiple views. For spatial aggregation, different from previous
methods that require design and operations outside of neural networks,
MVDet takes a fully convolutional approach with large convolutional ker-
nels on the multiview aggregated feature map. The proposed model is
end-to-end learnable and achieves 88.2% MODA on Wildtrack dataset,
outperforming the state-of-the-art by 14.1%. We also provide detailed
analysis of MVDet on a newly introduced synthetic dataset, MultiviewX,
which allows us to control the level of occlusion. Code and MultiviewX
dataset are available at https://github.com/hou-yz/MVDet.
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1 Introduction

Occlusion is a fundamental issue that confronts many computer vision tasks.
Specifically, in detection problems, occlusion introduces great difficulties and
many methods have been proposed to address it. Some methods focus on the
single view detection problem, e.g., part-based detection [35,25,48], loss de-
sign [16,39], and learning non-maximum suppression [13]. Other methods jointly
infer objects from multiple cues, e.g., RGB-D [10,12,27], LIDAR point cloud [6],
and multiple RGB camera views [8,3]. In this paper, we focus on pedestrian
detection from multiple RGB camera views (multiview).

Multiview pedestrian detections usually have synchronized frames from mul-
tiple calibrated cameras as input [3,29,3]. These cameras focus on the same area,
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Input: N RGB views ground plane (bird’s eye view) Output: pedestrian occupancy map

Fig. 1. Overview of the multiview pedestrian detection system. Left: the system takes
synchronized frames from N cameras as input. Middle: the camera field-of-views over-
lap on the ground plane, where the multiview cues can be aggregated. Right: the
system outputs a pedestrian occupancy map (POM). There are two important ques-
tions here. First, how can we aggregate multiple cues. Second, how can we aggregate
spatial neighbor information for joint consideration (large white circle), and make a
comprehensive decision for pedestrian occupancy (small white circle).

and have overlapping field-of-view (see Fig. 1). Camera calibrations provide the
matching between 2D image coordinate (u;Vv) and 3D world location (X;y;z).
We refer to points with z = 0 in the 3D world as being on the ground plane
(bird’s eye view). For each point on the ground plane, based on 3D human width
and height assumption, its corresponding bounding box in multiple views can
be calculated via projection and then stored. Since the bounding boxes can be
retrieved via table lookup, multiview pedestrian detection tasks usually evaluate
pedestrian occupancy on the ground plane [8,3].

Addressing the ambiguities from occlusions and crowdedness is the main
challenge for multiview pedestrian detection. Under occlusion, it is difficult to
determine if a person exists in a certain location, or how many people exist
and where they are. To solve this, one must focus on two important aspects of
multiview detection: first, multiview aggregation and, second, spatial aggregation
(Fig. 1). Aggregation of multiview information is essential since having multiple
views is the main difference between monocular-view detection and multiview de-
tection. Previously, for a given ground plane location, multiview systems usually
choose an anchor-based multiview aggregation approach and represent certain
ground plane location with multiview anchor box features [4,1,17]. However, re-
searchers find the performance of anchor-based methods might be limited by
pre-defined anchor boxes in monocular view systems [19,16,43], while multiview
anchor boxes calculated from pre-defined human 3D height and width might also
be inaccurate. Aggregation of spatial neighbors is also vital for occlusion rea-
soning. Previous methods [8,29,1] usually adopt conditional random field (CRF)
or mean-field inference to jointly consider the spatial neighbors. These methods
usually requires specific potential terms design or additional operations outside
of convolutional neural networks (CNNs).

In this paper, we propose a simple yet effective method, MVDet, that has
heretofore not been explored in the literature for multiview detection. First, for
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multiview aggregation, as representation based on inaccurate anchor boxes can
limit system performance, rather than anchor-based approaches [4,1,17], MVDet
choose an anchor-free representation with feature vectors sampled at correspond-
ing pixels in multiple views. Specifically, MV Det projects the convolution feature
map via perspective transformation and concatenates the multiple projected fea-
ture maps. Second, for spatial aggregation, to minimize human design and oper-
ations outside of CNN, instead of CRF or mean-field inference [8,29,1], MVDet
adopts an fully convolutional solution. It applies (learned) convolutions on the
aggregated ground plane feature map, and use the large receptive field to jointly
consider ground plane neighboring locations. The proposed fully convolutional
MVDet can be trained in an end-to-end manner.

We demonstrate the effectiveness of MVDet on two large scale datasets. On
Wildtrack, a real-world dataset, MVDet achieved 88.2% MODA [15], a 14.1%
increase over previous state-of-the-art. On MultiviewX, a synthetic dataset,
MVDet also achieves competitive results under multiple levels of occlusions.

2 Related Work

Monocular view detection. Detection is one of the most important prob-
lems in computer vision. Anchor-based methods like faster R-CNN [28] and
SSD [21] achieve great performance. Recently, finding pre-defined anchors might
limit performance, many anchor-free methods are proposed [19,36,16,43,7,18].
On pedestrian detection, some researchers detect pedestrian bounding boxes
through head-foot point detection [32] or center and scale detection [22]. Occlu-
sion handling in pedestrian detection draws great attention from the research
community. Part-based detectors are very popular [25,35,24,40] since the oc-
cluded people are only partially observable. Hosang et al. [13] learn non-maximal
suppression for occluded pedestrians. Repulsion loss [39] is proposed to repulse
bounding boxes.

3D object understanding with multiple information sources. Incor-
porating multiple information sources, such as depth, point cloud, and other
RGB camera views is studied for 3D object understanding. For multiple view
3D object classification, Su et al. [33] use maximum pooling to aggregate the
features from different 2D views. For 3D object detection, aggregating informa-
tion from RGB image and LIDAR point cloud are widely studied. Chen et al.
[5] investigate 3D object detection with stereo image. View aggregation for 3D
anchors is studied in [17], where the researchers extract features for every 3D
anchor from RGB camera and LIDAR bird’s eye view. Liang et al. [19] calculate
the feature for each point from bird’s eye view as multi-layer perceptron out-
put from camera view features of K nearest neighbor LIDAR points. Frustum
PointNets [27] first generate 2D bounding boxes proposal from RGB image, then
extrude them to 3D viewing frustums. Yao et al. edit attributes of 3D vehicle
models to create content consistent vehicle dataset [44].

Multiview pedestrian detection. In multiview pedestrian detections, first,
aggregating information from multiple RGB cameras is essential. In [4,1], re-
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searchers fuse multiple information source for multiview 2D anchors. Given xed
assumption of human width and height, all ground plane locations and their cor-
responding multiview 2D anchor boxes are rst calculated. Then, researchers in
[4,1] represent ground plane position with corresponding anchor box features.
In [8,41,29], single view detection results are fused instead. Second, in order
to aggregate spatial neighbor information, mean- eld inference [8,1] and condi-
tional random eld (CRF) [29,1] are exploited. In [8,1], the overall occupancy in
the scenario is cast as an energy minimization problem and solved with CRF.
Fleuret et al. [8] rst estimate ideal 2D images under certain occupancy, and
then compare them with the real multiview inputs. Baque et al. [1] construct
higher-order potentials as consistency between CNN estimations and generated
ideal images, and train the CRF with CNN in a combined manner, and achieve
state-of-the-art performance on Wildtrack dataset [3].

Geometric transformation in deep learning. Geometric transforma-
tions such as a ne transformation and perspective transformation can model
many phenomena in computer vision, and can be explicitly calculated with a
xed set of parameters. Jaderberget al. [14] propose Spatial Transformer Net-
work that learns the a ne transformation parameters for translation and rota-
tion on the 2D RGB input image. Wu et al. [40] estimate the projection param-
eters and project 2D key points from the 3D skeleton. Yanet al. [42] translate
one 3D volume to 2D silhouette via perspective transformation. Geometry-aware
scene text detection is studied in [38] through estimating instance-level a ne
transformation. For cross-view image retrieval, Shiet al. [30] apply polar trans-
formation to bring the representations closer in feature space. Lwet al. propose
a perspective-aware generative model for novel view synthesis for vehicles [23].

3 Methodology

In this work, we focus on the occluded pedestrian detection problem in an multi-
view scenario and design MVDet for dealing with ambiguities. MVDet features
anchor-free multiview aggregation that alleviate the in uence from inaccurate
anchor boxes in previous works [6,17,4,1], and fully convolutiona$patial aggre-
gation that does not rely on CRF or mean- eld inference [8,29,1]. As shown in
Fig. 2, MVDet takes multiple RGB images as input, and outputs the pedestrian
occupancy map (POM) estimation. In the following sections, we will introduce
the proposed multiview aggregation (Section 3.1), spatial aggregation (Section
3.2), and training and testing con gurations (Section 3.3).

3.1 Multiview Aggregation

Multiview aggregation is a very important part of multiview systems. In this
section, we explain the anchor-free aggregation method in MVDet that alleviate
in uence from inaccurate anchor boxes, and compare it with several alternatives.
Feature map extraction. In MVDet, rst, given N images of shape
[Hi; W] as input (H;j and W; denote the image height and width), the pro-
posed architecture uses a CNN to extractN C-channel feature maps (Fig. 2).
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Fig.2. MVDet architecture. First, given input images of shape [3 ;Hi;W;] from N
cameras, the proposed network uses a CNN to extract C-channel feature maps for each
input image. The CNN feature extractor here shares weight among N inputs. Next,
we reshape the C-channel feature maps into the size of H¢ ; Wt ], and run single view
detection by detecting the head-foot pairs. Then, for multiview aggregation (circled
1), we take an anchor-free approach and combine the perspective transformation of
N feature maps based on their camera calibrations @ ;:::: () which results in N
feature maps of shape C;Hg;Wg]. For each ground plane location, we store its X-Y
coordinates in a 2-channel coordinate map [20]. Through concatenating N projected
feature maps with a coordinate map, we aggregate the ground plane feature map
for the whole scenario (of shape N C +2;Hg; Wg]). At last, we apply large kernel
convolutions on the ground plane feature map, so as to aggregate spatial neighbor
information  (circled 2) for a joint and comprehensive nal occupancy decision.

Here, we choose ResNet-18 [11] for its strong performance and light-weight. This
CNN calculates C-channel feature maps separately folN input images, while
sharing weight among all calculations. In order to maintain a relatively high spa-
tial resolution for the feature maps, we replace the last 3 strided convolutions
with dilated convolutions [45]. Before projection, we resizeN feature maps into

a xed size [Hs; W; ] (Hf and W; denote the feature map height and width). In
each view, similar to [18,32], we then detect pedestrians as a pair of head-foot
points with a shared weight single view detector.

Anchor-free representation. Previously, in detection tasks that have mul-
tiple cues, e.g., 3D object detection and multiview pedestrian detection, anchor-
based representation is commonly adopted [6,17,4,1]. Speci cally, one can repre-
sent a ground plane location (red points in Fig. 3) with anchor box (green boxes
in Fig. 3) features via ROI-pooling [9]. As the size and shape of anchor boxes are
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Fig. 3. Representing ground plane locations with feature vectors (anchor-free) or an-
chor boxes features (anchor-based). Red dots represent a certain ground plane location
and its corresponding pixel in di erent views. Green bounding boxes refer to anchor
boxes corresponding to that ground plane location. As human targets might not be
the same size as assumedg(g., sitting lady in white coat), ROI-pooling for multiview
anchor boxes might fail to provide the most accurate feature representation for that lo-
cation. On the contrary, being anchor-free, feature vectors retrieved from corresponding
points avoids the impact of inaccurate anchor boxes.

calculated from assumed 3D human height and width [4,1], these anchor boxes
might not be accurate, which potentially limits system performance [49,16,43].
As in Fig. 3, the lady in the white coat is sitting and only takes up half of the
anchor box. As a result, ROl pooling will result in feature representation that
describes the background to a large extent and causes confusion.

In contrast, being anchor-free, the proposed method represents ground plane
locations with feature vectors sampled from feature maps at corresponding points,
which avoids the impact of inaccurate anchor boxes. Given camera calibrations,
the corresponding points can be retrieved accurately. With learnable convolution
kernels, these feature vectors can represent information from an adaptive region
in its receptive eld. As a result, ground plane feature maps constructed via
anchor-free feature representation avoid pooling from inaccurate anchor boxes,
and still contains su cient information from 2D images for detection.

Perspective transformation. To retrieve anchor-free representations, we
project feature maps with perspective transformation. Translation between 3D
locations (x;y;z) and 2D image pixel coordinates (1; v) is done via
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