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Fig. 1: Label-set to Semantic map generation. (Top) Given a label-set, Seg-
VAE can generate diverse and realistic semantic maps. (Bottom) The proposed
model enables several real-world flexible image editing.

Abstract. Flexible user controls are desirable for content creation and
image editing. A semantic map is commonly used intermediate represen-
tation for conditional image generation. Compared to the operation on
raw RGB pixels, the semantic map enables simpler user modification.
In this work, we specifically target at generating semantic maps given
a label-set consisting of desired categories. The proposed framework,
SegVAE, synthesizes semantic maps in an iterative manner using condi-
tional variational autoencoder. Quantitative and qualitative experiments
demonstrate that the proposed model can generate realistic and diverse
semantic maps. We also apply an off-the-shelf image-to-image transla-
tion model to generate realistic RGB images to better understand the
quality of the synthesized semantic maps. Finally, we showcase several



2 Y.-C. Cheng, H.-Y. Lee, M. Sun, M.-H. Yang

real-world image-editing applications including object removal, insertion,
and replacement.

1 Introduction

The recent success of deep generative models has made breakthroughs in a wide
range of tasks such as image and video synthesis [2,9,11]. In addition to conven-
tional generative models that aims to generate images from noise vectors sampled
from prior distributions, conditional generative models have getting attention to
handle various tasks including image-to-image translation (I12I) [6,15,43], text-
to-image synthesis [5,41], and audio-to-video generation [18], to name a few. One
major goal of these conditional generation tasks is to enable flexible user control,
image editing, and content creation. Conditional generative models can greatly
shorten the distance between professional creators and general users.

Among all forms of conditional context, semantic maps are recently get-
ting attention. Semantic maps can be used as an intermediate representation
or directly as inputs. As an intermediate representation, semantic maps serve as
mediums that facilitate the original tasks such as image generation from text and
scene graph [5,7]. As inputs, semantic maps can be translated to realistic images
via I2I models [27]. These I12I models enable editing on the semantic maps, which
is easier and more flexible than operating on the RGB space. However, in terms
of image editing, users need to create semantic maps that are realistic in order
to generate realistic RGB images. It is crucial to provide users greater flexibility
and less overhead on image editing.

In this work, we focus on generating semantic maps given a label-set. The
task is challenging for two reasons. First, the shape of components in the seman-
tic maps not only need to be realistic, but also have to be mutually compatible.
Second, the generation is inherently multimodal, that is, one label-set can corre-
spond to multiple semantic maps. To handle these issues, we propose SegVAE,
a VAE-based framework that can generate semantic maps in an iterative man-
ner. For compatibility, the proposed model performs generation at each iteration
conditioned on the label-set as well as previously generated components. For
diversity, the proposed method learns a shape prior distribution that can be
randomly sampled during the inference stage.

We evaluate the proposed methods through extensive qualitative and quan-
titative experiments. We conduct experiments on two diverse datasets, the Cele-
bAMaskHQ [13] and HumanParsing [22] datasets, to demonstrate the general
effectiveness of the proposed framework. We leverage Fréchet Inception Distance
(FID) [3] and conduct a user study to evaluate realism. For diversity, we mea-
sure feature distances similar to the Learned Perceptual Image Patch Similarity
(LPIPS) [42] metric. Furthermore, we demonstrate several real-world editing
scenarios to showcase the superb controllability of the proposed method. We
also apply an I2I model, SPADE [27], to synthesize realistic images based on the
generated semantic maps to better visualize the quality of the proposed model.

We make the following contributions:
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We propose a new approach that can generate semantic maps from label-sets.
Components in the generated semantic maps are mutually compatible and the
overall semantic maps are realistic. SegVAE can also generate diverse results.
We validate that our method performs favorably against existing methods
and baselines in terms of realism and diversity on the CelebAMask-HQ and
HumanParsing datasets.

We demonstrate several real-world image editing applications using the pro-
posed method. Our model enables exible editing and manipulation. Our code
and more results is available at https://github.com/yccyenchicheng/SegVAE.

2 Related Work

Generative models. Generative models aim to model a data distribution given
a set of samples from that distribution. The mainstream of generative mod-
els approximates the distribution through maximum likelihood. There are two
branches of the maximum likelihood method. One stream of work explicitly mod-
els the data distribution. PixelRNN [25] and PixelCNN [24] are auto-regressive
models that perform sequential generation where the next pixel value is pre-
dicted conditioned on all the previously generated pixel values. Variational au-
toencoder [11] model the real data distribution by maximizing the lower bound
of the data log-likelihood. The other stream of work learns implicit data dis-
tribution. Generative adversarial networks [2] model the data distribution by a
two-player game between a generator and a discriminator.

Based on conventional generative models, conditional generative models syn-
thesize images based on various contexts. Conditional generative models can
formulate a variety of topics in image editing and content creations, including
super-resolution [12], image-to-image translation [16,43], text-to-image genera-
tion [37,41], video generation [20,39], and music-to-dance translation [18].
Generative models with semantic maps. Semantic map is an important
modality in generative modeling. There are two major ways of using semantic
maps. First, semantic maps can be used as the conditional context for conditional
image synthesis. Image-to-image translation models can learn the mapping from
semantic maps to realistic RGB images [6,26,27,38]. Second, semantic maps can
serve as an intermediate representation during the training of image synthe-
sis conditioned on text or scene graph. [7,19,31,33,35]. Using semantic layouts
provides rough guidance of the location and appearance of objects and further
facilitate the training. In this work, we focus on generating semantic maps di-
rectly from a label-set. The proposed model enables exible user editing and the
generated results can be further used for photorealistic image generation.
Image editing. Image editing is a process of altering images. Traditional im-
age editing mostly focuses on low-level changing like image enhancement, im-
age retouching, and image colorization. In this work, we target at generating
and altering the content of images. For generation, previous work can synthe-
size desired output given instructions like a set of categories [8,17] or a sen-
tence [34], or change the semantic information in a user-speci ed region of the
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Fig. 2: Overview. (a) Given a label-set as input, we iteratively predict the se-
mantic map of each category starting from a blank canvas. we initialize the initial
canvas as a blank semantic mapo. The generation conditions on the embedding
of (Current canvas, Target class, Label-set (b) In each iteration, the context

encoderE € encodes the input into the conditional context which is copied as the
inputto E , E , and D. During training, the posterior encoder fE ;LSTM ¢

takes the ground-truth semantic map of the target class as additional input to

output N( ; ), which is then used to reconstruct the ground-truth seman-
tic map. The prior encoder fE ;LSTM g encodes the conditional context to
output N( ; ), which enables the stochastic sampling during test time.

target image [32]. Other stream of work can perform operations like object inser-
tion [14,23], object removal [40], and object attribute editing [36]. The proposed

method can achieve both generations: given speci ed label-sets, and editing in-
cluding object insertion and removal.

3 Semantic Maps Generation

Our goal is to learn the mapping from label-setsX to semantic mapsY

RH W C_Alabel-set x = [X1;X2;:::Xc] 2 X is a binary vector with ¢ classes,
wherex; 2 f 0;1g. A semantic mapy 2 Y denotes ac channels label map where
Yijk 2 f0;1g for classk, k = 1;2;:::;C. The proposed SegVAE consist of
a context encoderE, a posterior encodersfE ;LSTM g, a learned prior en-
codersfE ;LSTM g, and a decodeD. The context encoderE° aims to encode
information including label-set, current canvas, and target label into a context
for the following conditional generation. The posterior network fE ;LSTM g,

consisting of a convolutional encoder and an LSTM, aims to conditionally en-



