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1 Introduction

In this supplementary material, we include additional visual results integrating
those presented in the submitted paper.

In the submitted version of the manuscript, we presented an extensive quan-
titative evaluation of our approach and a comparison with the most recent
state-of-the-art methods [7,1,5,6]. Due to page limits, we showed visual results
only for a selection of complex scenes, such as rooms bounded by vertical walls
that do not form right angles or are curved – i.e., Atlanta World models, which
are the main goal of our work.

Here, we provide more visual results from the Stanford 2D-3D-S [4] and
MatterportLayout [8] datasets. The quantitative evaluation for these datasets is
provided in the submitted paper (see Sec. 5.2).

Furthermore, as further support for the ablation study presented in Sec.5.3
of our submission, we present here additional Atlanta World cases using different
setups for our method.

2 Results

MatterportLayout and Stanford. Fig. 1 and Fig. 2 show, respectively, visual
results from the MatterportLayout [8] and Stanford 2D-3D-S [4] testing set, for
which quantitative performances are presented in Tab. 2 of the main manuscript.
The results demonstrate the validity of our approach, despite the fact that we do
not perform any specific post-processing and cuboid regularization.
AtlantaLayout with ResNet101. In Fig. 3, we present some example from
the AtlantaLayout testing set, which includes images from the original Matter-
port3D [3] and Structured3D [2] datasets annotated by us, adopting a ResNet101
encoder (see Tab. 3 on the main manuscript). Using a deeper encoder expands
the ability to capture more detailed structural features (see Sec. 5.3 on the main
manuscript).
Ablation study. In Fig. 4 we present a visual comparison on the same Atlanta
scene (Fig. 4(a)). We train the network (e.g., ResNet50 backbone), respectively,
without gradient loss and without fine tuning (Fig. 4(b)), with gradient loss
without fine tuning (Fig. 4(c)) and with gradient loss and fine tuning (Fig. 4(d)).
Visual results support proposed design choices.
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Fig. 1. Qualitative results on the MatterportLayout [8] testing set. We show
the original panoramic image annotated with our reconstruction followed by the recov-
ered 3D layout.
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Fig. 2. Qualitative results from the Stanford [4] testing set. We show the
original panoramic image labeled with our reconstruction and the textured 3D layout.

Fig. 3. Qualitative results from the AtlantaLayout testing set. We show the
original panoramic image labeled with our reconstruction and the textured 3D layout.
Results are obtained using the ResNet101 encoder.

(a) (b) (c) (d)

Fig. 4. Qualitative comparison using gradient loss and fine tuning. We show
visual comparison on the ceiling transform adopting different design choices (inferred
shape in blue).
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