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Abstract. Benefiting from deep learning research and large-scale datasets,
saliency prediction has achieved significant success in the past decade.
However, it still remains challenging to predict saliency maps on images
in new domains that lack sufficient data for data-hungry models. To
solve this problem, we propose a few-shot transfer learning paradigm for
saliency prediction, which enables efficient transfer of knowledge learned
from the existing large-scale saliency datasets to a target domain with
limited labeled samples. Specifically, few target domain samples are used
as the reference to train a model with a source domain dataset such that
the training process can converge to a local minimum in favor of the tar-
get domain. Then, the learned model is further fine-tuned with the refer-
ence. The proposed framework is gradient-based and model-agnostic. We
conduct comprehensive experiments and ablation study on various source
domain and target domain pairs. The results show that the proposed
framework achieves a significant performance improvement. The code is
publicly available at https://github.com/luoyan407/n-reference.
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1 Introduction

Saliency prediction is the task that aims to model human attention to predict
where people look in the given image. Thanks to the power of deep neural net-
works [15, 24, 48] (DNNs), state-of-the-art saliency models [7, 50] perform very
well in predicting human attention on naturalistic images. Behind the success of
this task, a considerable amount of real-world images and corresponding human
fixations fuels the process of training the data-hungry DNNs.

However, it is still difficult to predict saliency maps on images in novel do-
mains, which has insufficient or few data to train saliency models with desired
performance. As the time/money cost of collecting human fixations is prohibitive
[3, 20], a feasible solution is to reuse the existing large-scale saliency datasets
along with a few target domain samples to solve this problem. Along this line,
we study how to transfer the knowledge learned from the existing large-scale
saliency datasets to the target domain in a few-shot transfer learning setting.

https://github.com/luoyan407/n-reference
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Figure 1: The proposed n-reference transfer learning framework for saliency pre-
diction. This framework aims to generate a better initialization with n reference
samples from the target domain when training on the source domain, followed
by fine-tuning to maximize knowledge transfer. It is based on the widely-used
two-stage transfer learning framework (i.e., first training and then fine-tuning)
and can easily adapt to other fine-tuning strategies

The necessity of few-shot transfer learning for saliency prediction lies in the
nature of the task. Based on findings drawn from the behavioral experiments,
the way that humans attend to regions is significantly affected by the scene
context [35, 45, 47]. The scene context is correlated to the image domain [43]. In
other words, each image from a specific domain could be representative of the
others from the same domain to some degree, e.g., webpage images generally have
a similar layout and design [41]. In visual saliency study, existing datasets [3, 42]
in non-natural images domain are much smaller than the natural image ones [20,
22]. Moreover, there are numerous images used in the subfields of medicine,
biology, etc., which may not have any human fixation data yet. In this work,
we assume that it is feasible and viable to collect human fixations on a small
number of images to enable few-shot learning.

Compared to n-reference transfer learning for classification task [1], we focus
on how to use very few target domain samples as references to learn a better
initial model for fine-tuning. Moreover, there exists no such works for saliency
prediction task. Models designed for classification may not work for saliency
prediction. First, visual samples in existing classification tasks often contain
limited visual concepts (i.e., pre-defined object classes), while objects of any class
may appear in the images used for saliency prediction. In this sense, saliency
prediction often handles images with higher diversity than the ones used for
classification. Second, the output of classification models [1, 15, 24, 32, 44] is a
discrete label, while saliency models [7, 50] output a matrix of real numbers.

In this work, we follow the widely-used two-stage transfer learning frame-
work [1, 13, 41], i.e., first training and then fine-tuning, and propose a n-reference


