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Abstract. Deep neural networks have achieved state-of-the-art perfor-
mance in a variety of fields. Recent works observe that a class of widely
used neural networks can be viewed as the Euler method of numeri-
cal discretization. From the numerical discretization perspective, Strong
Stability Preserving (SSP) methods are more advanced techniques than
the explicit Euler method that produce both accurate and stable solu-
tions. Motivated by the SSP property and a generalized Runge-Kutta
method, we proposed Strong Stability Preserving networks (SSP net-
works) which improve robustness against adversarial attacks. We empir-
ically demonstrate that the proposed networks improve the robustness
against adversarial examples without any defensive methods. Further,
the SSP networks are complementary with a state-of-the-art adversar-
ial training scheme. Lastly, our experiments show that SSP networks
suppress the blow-up of adversarial perturbations. Our results open up
a way to study robust architectures of neural networks leveraging rich
knowledge from numerical discretization literature.

1 Introduction

Recent progress in deep learning has shown promising results in various research
areas, such as computer vision, natural language processing and recommendation
systems. In particular, on the ImageNet classification task [18], deep neural net-
works show state-of-the-art performance, e.g., residual networks (ResNet), which
outperform humans in image classification [15]. Despite the success, deep neural
networks often suffer from the lack of robustness against adversarial attacks [30].
ResNet, which is a widely used base network, also suffers from adversarial at-
tacks which necessitates a more fundamental understanding of the architecture
at hand.

One interesting interpretation of the ResNet architecture is that of the ex-
plicit Euler discretization scheme, i.e., x(tg+1) = z(tx) + F(x(tg)), because it
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Fig.1: We illustrate the difference between a forward Euler discretization and
a third-order SSP discretization applied to the inviscid Burgers’ solution. After
computing numerical solutions, the solutions are filtered through the sigmoid
function as an activation function. Evidently, in (a) the Euler scheme, i.e., a
ResBlock, produces notable numerical errors while the SSP3 discretization in
(b) shows a stable numerical approximation. For more details, please see the
supplement.

allows one to view neural networks as numerical methods. The explicit Euler
method is one of the simplest first-order numerical schemes but often leads to
large numerical errors due to its low order. Thus, we would expect that applying
advanced numerical discretizations would produce a more accurate numerical
solution than the FEuler method, such as an explicit high-order Runge-Kutta
method. However, an arbitrary explicit high-order Runge-Kutta method can pose
a stability problem if the numerical solution becomes unstable [27]. To tackle
this issue, [9] and [27] introduce the notion of total variation diminishing (TVD);
also called Strong Stability Preserving (SSP) methods. The strong stability pre-
serving approach produces a more accurate solution of the differential equation
than the Euler method. We would expect to obtain a more accurate solution of
the underlying function with non-smooth initial data (shocks) compared to the
Euler method without notable numerical errors, see Figure 1. This phenomenon
is directly related to the problem of adversarial attack and robustness of neural
networks [30].

Motivated by the advanced numerical discretization schemes, we propose
novel network architectures with the SSP property that address robustness; SSP
networks (SSPNets). The use of the SSP property consistently demonstrates that
all of our proposed architectures outperform ResNet in terms of robustness. SSP
architectural blocks do not increase the amount of model parameters compared
to ResNet, can be easily implemented, and realized by a convex combination of
existing ResNet modules. The parameters used in SSP blocks are mathematically
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derived coefficients from the advanced numerical discretization methods. In ad-
dition, starting from an explicit Runge-Kutta method with the SSP property, we
propose novel Adaptive Runge-Kutta blocks with learned coefficients obtained
by training. With these learned coefficients, we are able to improve robustness
while retaining the natural accuracy of ResNet.

The simple architectural change, SSPNets, improve robustness and are com-
plementary with adversarial training, which is the de facto state-of-the-art de-
fensive methodology. Our contributions are summarized as follows:

— We propose multiple novel architectural blocks motivated by the Strong

Stability Preserving explicit higher-order numerical discretization method.

— We demonstrate empirically that these proposed blocks improve the robust-
ness of Strong Stability Preserving networks consistently; against adversarial
examples and without any defensive methods.

— We further improve on robustness with a novel adaptive architectural block
motivated by a generalized Runge-Kutta method and the SSP property.

— Last but not least, we show that Strong Stability Preserving Networks sup-
press the blow-up of adversarial perturbations added to inputs.

2 Background and Related Work

2.1 Neural Networks and Differential Equations

Neural networks such as ResNet [15], PolyNet [40] and recurrent neural networks
share a common operation represented as z;41 = x¢ + F(x; ©;). Interestingly,
a sequence of the operations (or equivalently the network architectures) can be
interpreted as an explicit Euler method for numerical discretization [6, 7, 20, 24,
25]. For instance, ResNet can be written mathematically as

Io =,
Ik+1:I’k+F(Ik;@k), k€{07177A71}7 (1)
g:f(xA)v

where A denotes the number of layers in the network.

If we multiply the function F' by At, ie., xx11 = xp + AtF(xg; Of), then
ResNet can be seen as the explicit Euler numerical scheme discretization with
an initial condition, x(0), to solve the initial value problem given as

= F(x(t); ©(1)), (2)

The explicit Euler method is the simplest Runge-Kutta method and often
suffers from low accuracy because it is a first-order method. In this regard,
higher-order numerical methods are natural candidates to obtain a more pre-
cise numerical solution, but the higher accuracy from higher-order methods may
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come with the cost of instability, e.g., poor convergence behaviour on stiff dif-
ferential equations compared to the first order Euler method [4]. Therefore, it
is important to understand the trade-off between accuracy and stability when
considering a numerical method.

Recently, some network architectures inspired by the computational simi-
larity between ResNet and Euler discretization have been proposed, e.g., Neu-
ralODE and FFJORD [6, 11]. Unlike ResNet, which requires the discretization
of observation/emission intervals to be represented by a finite number of hidden
layers, NeuralODE and FFJORD use numerical discretization methods in the
forward propagation to define continuous-depth and continuous-time latent vari-
able models. These require ODE solvers for training and inference, unlike our im-
plementation of SSP networks. Since we changed only computational graphs and
coefficients based on the numerical discretization theory, our methods perform
the standard forward/backward propagation in the discrete space as ResNet.

Another approach to design new blocks/layers of neural networks is to make
them have operations similar to advanced numerical discretization techniques
that possess desirable properties [20, 25]. From the partial differential equation
perspective, analysis on numerical stability of conventional residual connections
lead to the development of new architectures: parabolic/hyperbolic CNNs to
achieve better stability as parabolic/hyperbolic PDEs [25]. The models use the-
oretical assumptions on the function to achieve stability with a positive semi-
definite Jacobian of the function resulting in constraints on convolutional kernels;
alternatively, our networks do not require such constraints.

2.2 Robust Machine Learning and Adversarial Attacks

Stability and robustness of neural networks have been studied in the context of
adversarial attacks after the success of deep learning [2, 30, 36]. Gradient-based
adversarial attacks create adversarial examples solving optimization problems.
One example is the maximization of loss against ground truth labels within
a small ball, e.g., maxs L(hg(z + 9),y), s.t. |0]lcc < €, where hg is a model
parameterized by 6, z, y are the input (natural sample) and its target label
respectively, and L is a loss function. The simplest procedure to approximate the
solution is to use the fast gradient sign method (FGSM) [8]. It can be seen as an
optimal solution to a linearized loss function, i.e., arg max,|__<a vIVsL(ho(x+
0),y) = a-sign(VsL(ho(z+9),y)). Furthermore, the FGSM can be more powerful
when it is used with iterative methods such as the projected gradient descent
(PGD). PGD has been used in both untargeted and targeted attacks [21, 5].
One of the early attempts to defend against adversarial attacks is adversar-
ial training using FGSM, a single-step method [8]. After that, various defensive
techniques have been proposed [3, 22,26, 29, 31]. Many of them were defeated by
iterative attack methods [5] and Backward Pass Differentiable Approximation
[1]. Adversarial training with stronger multi-step attack methods is still promis-
ing and shows state-of-the-art performance [21,32, 35]. More recently, provably
robust neural networks have been successfully trained by minimizing the lower
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bound of risk based on convex duality and convex relaxation [33, 34]. Most adver-
sarial training methods above assume that attack methods are known a priori,
i.e., a white-box attack, and generate augmented samples using the attacks. An-
other defensive technique is to alleviate the effect of perturbation by augmen-
tation and reconstruction [23,37], or denoising [35]. These methods alongside
adversarial training achieved comparable robustness. Similarly, in this work we
will introduce our approach and evaluate it with adversarial training.

3 Strong Stability Preserving Networks

In this section, we introduce the mathematical framework for the Strong Stability
Preserving property and describe how to implement SSP blocks with mathemat-
ically derived coefficients. Next, we provide a variance analysis to compare high-
order Runge-Kutta blocks with residual blocks. Lastly, we introduce adaptive
Runge-Kutta blocks with learnable coefficients which possess the SSP property.

3.1 Motivation of strong stability preserving method

Our objective is to solve the non-autonomous differential equation given as

9u = L(u(t),t), tE€ [to,...,tN], (3)
ot

where tg, ty are the initial and terminal time state respectively; a non-autonomous
system permits a time varying solution, e.g., the learned function varies as the
depth of the network increases. The function L is a linear (or nonlinear) func-
tion and u(tg) is given by the initial condition. The objective is to figure out the
terminal state of the function u, i.e., u(ty).

A general high-order Runge-Kutta time discretization for solving the initial
value problem (3) introduced in [28] is given as

ul® = ym,
i-1

ul? = Z (ai,ku(k) + Atﬁi,kL(u(k))) , 1e{l,---,m}, (4)
k=0

= u(m)’

where Zz;lo a;r = 1 and a;, > 0. For example, if m = 1, it becomes the
first-order Euler method as in Equation (1) with ay,0 = f1,0 = 1.

Shu et al. [27,28] propose a TVD time discretization method that is called
the SSP time discretization method; for more discussion on the TVD method,
we refer the reader to [12,13]. The procedure of TVD time discretization is to
take the high-order method to decrease the local truncation error and maintain
the stability under a suitable restriction on the time step. While applying the
TVD scheme into the explicit high-order Runge-Kutta methods, there needs the
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assumption to hold it: The first-order Fuler method in time is strongly stable
under a certain (semi) norm when the time step At is suitably restricted [10].
More precisely, if we assume that the forward Euler time discretization is stable
under a certain norm, the SSP methods find a higher-order time discretization
that maintains strong stability for the same norm; improving accuracy.

Followed by this assumption, for a sufficiently small time step known as
Courant-Friedrichs-Lewy (CFL) condition At < Atc gy, the total variation semi-
norm of the numerical scheme does not increase in time, that is,

TV (u™) < TV (u™), (5)

where the total variation is defined by
TV(u") =) Jufy = ufl, (6)
J

where j is the spatial discretization. The explicit high-order Runge-Kutta dis-
cretization with the SSP property maintains a higher order accuracy with a
modified CFL condition At < cAtcpr. In other words, the high-order SSP
Runge-Kutta scheme improves accuracy while retaining its stability. This has
been theoretically studied by the following Lemma 1.

Lemma 1. If the forward Euler method is strongly stable under the CFL condi-
tion, i.e. [[u™+ AtL(u™)|| < ||u™||, then the Runge-Kutta method possesses SSP,
[Ju™ Y| < ||u™||, provided that At < cAtcpy.

We provide a sketch of the proof of Lemma 1 in the supplement. The full
proof of the Lemma 1 can be found in [28]. Following this representation, we can
figure out the specific coefficients o ; and f; i in equation (4). In particular, the
second and third order nonlinear SSP Runge-Kutta method was studied in [28].

Lemma 2. An optimal second-order SSP Runge-Kutta method is given by,
uM =" + AtL(u™),

1 1
n+l _ ~, n -
“ 2" t3

with a CFL coefficient ¢ = 1. In addition, an optimal third-order SSP Runge-
Kutta method is of the form

7
uM) + %AtL(u(l)), )

u) = u™ + AtL(u"),
3 1 1
@2 _2,n 4 (1) 4 = (1)
u = Ju + i + 4AtL(u ) (8)
1 2 2
’U,n+1 = §Un + gU(Q) + gAtL(U,@)),
with a CFL coefficient ¢ = 1.

A sketch of the proof for Lemma 2 can be found in the supplement and for
the detailed proof, we refer the reader to [9, 10, 28].
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Fig. 2: Network modules with ResBlock and SSP blocks. (a): ResBlock. (b): SSP2-
block (c): SSP3-block, (d): ArkBlock

3.2 Strong Stability Preserving Networks

Next, we show how to incorporate the explicit SSP Runge-Kutta method into
neural networks. Equation (7) and (8) can be implemented with standard resid-
ual blocks and simple operations, as shown in Figure 2.

Let ResBlock denote a standard residual block written as ResBlock(x(ty); O(tx))
= x(tr) + F(z(tr); O(tr)), where O(t)) are the parameters of ResBlock(-;0(tx)).
The function F' is typically composed of two or three sets of normalization,
activation, and convolutional layers, e.g., Figure 2 and [15,16]. When the num-
bers of input and output channels differ, we use the expansive residual block
ResBlock-FE; this can be implemented with a 1 x 1 convolutional filter to expand
the number of channels.

Using the standard modules in ResNet (ResBlock and ResBlock-E), SSPNets
can be constructed. First, SSP blocks can be implemented using linear combi-
nations of ResBlocks. As the Euler method interpretation of ResNet requires
At = 1, we assume At = 1 in Equation (7), then the SSP2-block is given by,

T(tpys) = x(te) + Fz(ty); O(te)),
ResBlock(z(tr);0(tr))

T(th+1) = %ﬂf(tk) + %x(tmé) + %F (‘r(tk+%); @(tk)) :

%ResBlock(m(thrl/z);@(tk))
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Similarly, the third order SSP in Equation (8) (SSP3-block) is written as

w(tyy1) = z(te) + F (x(ir); O(tr)),
ResBlock(x(tr);0(tr))

m(tk+§) = Zx(tk) + ix(t,ﬁ%) + iF (x(tk—k%)? @(tk))7

%ResBlock(m(tk+1/3);Q(tk))

T(tpy1) = %Ji(tk) + ;x(tmg) + ;F (x(tk+§)?@(tk)) :

%ResBlock(z(tk+2/3 ) ;(—)(tk))

The SSP block schematic is presented in Figure 2 and SSP blocks are only used
when the number of channels does not change.

The explicit SSP Runge-Kutta methods in Equation (7) and (8) use the same
function L multiple times. Similarly, SSP blocks in Equation (9) and (10) apply
the same ResBlock multiple times. Using the same ResBlock multiple times can
be viewed as parameter sharing, which is a kind of regularization. In other words,
without increasing the number of parameters, a SSP block implementation im-
proves the robustness of neural networks by utilizing higher-order schemes.
Midpoint Runge-Kutta Second-Order Methods. For contrast, one may
ask whether or not the stability preserving properties are key to the robustness
against adversarial perturbation. We address this important question by train-
ing another network that utilizes a second-order midpoint Runge-Kutta method
(mid-RK2) which does not have the strong stability preserving property [4, 10].
Recall that this method is implemented numerically as

sltnin) = o(t0) + F (a(t) + GFGsO0O0) . (D

and does not have the SSP property. This network will provide a comparison of
numerical discretization methods with regard to stability in attacked accuracy.
Variance Analysis of SSP networks. We analyze the variance increase of
SSP blocks following previous works [14, 39], which compare the variance of input
and output of functional modules. Next, we show that SSP blocks suppress the
variance increase compared to ResBlock; as well as comparing the variance of the
midpoint Runge-Kutta second-order numerical method for further justification.

Lemma 3. If Var[F(x)] = Var|z], Cov[z, F(y)] = 0 then the variance increases
by

Var{ResBlock(x)] = 2Var(z], Var{mid-RK2(x)] = %Var[z],
7 29 (12)

Var[SSP2-Block(x)] = 1 Var{z],  Var[SSP3-Block(z)| = 1—8Va'r*[x].
The variance of SSP blocks is smaller than that of ResBlock. The variance adds
to our argument that the SSP property is the reason for improved robustness;
for more detailed derivation and proof, see the supplement.
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Fig.3: The overall architecture of neural networks used in experiments. Each
group has N € {6,10} blocks and the block is either ResBlock, SSP blocks (2
or 3) or ArkBlock. The ResBlock-E is inserted between groups to expand the
number of channels for all the architectures.

Adaptive SSP Networks. Also, we generalize Equation (4) with the second-
order Adaptive Runge-Kutta block (ArkBlock) that has the SSP property by
construction. These novel computational blocks slightly increase the number
of parameters compared to ResBlock but also provide greater robustness and
natural accuracy than SSP2-Block or SSP3-Block. Finally, we explore different
computational architectures within each group to retain natural accuracy and
further improve robustness.

A naive implementation of Equation (4) yields 5 additional parameters. We
can retain the SSP property in ArkBlocks by reducing the number of parameters
with Ralston’s method [9]. Thus, the number of additional learned parameters
per block, when compared with ResBlock, is 2 and is defined as

a1 =1, aso=1—asq,
1 1 (13)
Boo=1——— —a21B1,0, B21 = .
2B1,0 2510
We further improve performance by reducing the number of parameters by fixing
o1 and simply learning f o in each block.
Adaptive SSP networks still maintain the same architecture, as in Figure 3,
but are comprised of blocks that have the form

uV) = u™ + By o L(u"),
u D = agou”™ + PaoL(u") + 04271’&(1) + 6271L(u(1)).

We implement ArkBlocks with,

w(tyy 1) = () + BroF (x(tr); O(tr)) ,

T(trt1) = 202 (te) + B2oF (2(tk); O(tk)) (15)

+anaa(ty ) + Ban F ((tyy )i O(k))

The ArkBlocks are inspired by the generalized Runge-Kutta method in (14).
However, the numerical scheme in Equation (14), keeps o1 and f1,9 constant
in all blocks, while ArkBlocks set those parameters as learnable; varying in each

block. Such an adaptivity based on data and architectures cannot be obtained by
mathematically derived coefficients. To our knowledge, this is the first attempt.

(14)
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Model | Clean | FGSM |PGDao |PGD3o

ResNet [0.9961| 0.7674 | 0.5799 | 0.1773
SSP-2 [0.9954| 0.7984 | 0.5979 | 0.1850
SSP-3  [0.9960(0.8022 | 0.6176 | 0.1930
SSP-adap|0.9946/0.8586|0.7611|0.5102
Table 1: The accuracy against adversarial attacks with standard training on
the MNIST dataset; all models were trained with 6 blocks. Note that PGD;
represents a projected gradient descent attack with ¢ iterations and that all the
SSPNets are more robust against adversarial attacks than ResNet.

4 Experiments

We evaluate the robustness of various SSP networks against adversarial exam-
ples. MNIST [19] and CIFAR10 [18] are used for evaluation; for results on other
datasets, see the supplement. The robustness is measured by the classification
accuracy on adversarial examples generated by FGSM [8] and PGD [21].
In this section, we empirically address the following three questions:
— Are deep neural networks with the SSP property more robust than ResNet
when the models are trained with or without adversarial training?
— Can we further improve upon adversarial robustness and simultaneously re-
tain the natural accuracy of ResNet?
— Do Strong Stability Preserving networks suppress the perturbation growth
during forward propagation?

4.1 Experimental setup

ResNet and SSP networks. Each group has N blocks where each block
can be either ResBlock, SSP2-block, SSP3-block, or ArkBlock, as seen in Figure
3. Networks are named after the type of blocks: ResNet, SSP-2, SSP-3, and
SSP-adap. The blocks in each group have the same number of input/output
channels. The convolutional layers in group 1, group 2, and group 3 have 16, 32,
64 channels respectively. The classification layer of our networks consist of an
average pooling and softmax layer, in order to calculate the confidence score.

4.2 Evaluation on MNIST with standard training

We demonstrate that SSPNets are more robust than ResNet with standard train-
ing. Since MNIST has relatively low-resolution images compared to CIFARI10,
we used a smaller architecture by skipping group 1 and 2 in Figure 3.

Experimental Details. We evaluate the models on MNIST. When training
the models, samples are augmented by adding random noise 6 drawn from a
uniform distribution Uniform(—e, ). We set the maximum perturbation mag-
nitude e = 0.3 for both training and evaluation. For optimization, Adam [17] is



Robust Neural Networks inspired by SSP Runge-Kutta methods 11

used with learning rate 0.0001 and (81, 82) = (0.9,0.999), minibatch size of 128.
Models are trained for 100 epochs.

Robustness Comparison. The results in Table 1 show that all four models
have high accuracy (99.5 ~ 99.6%) in classifying clean samples. This means
that SSP blocks do not lead to a significant loss of accuracy on clean samples.
Further, the improvement by SSP compared to ResNet is consistently observed
in different settings. SSP-2 improves the robustness by 3% against FGSM and
1% against PGD. SSP-3 shows larger improvement about 4% and 2% against
FGSM and PGD. SSP-adap shows the largest improvement about 9% and 33%
against FGSM and PGD. It is known that adversarial training on MNIST is
sufficiently robust against FGSM and PGD. All models trained by adversarial
training achieve 96 ~ 97% on MNIST, which makes it hard to demonstrate the
benefit of SSP networks with adversarial training compared to ResNet.

4.3 SSP with adversarial training

We analyze the robustness of SSP networks, on the CIFAR10 dataset. Our pre-
liminary experiments show that all the models, e.g., ResNet, SSP-2, SSP-3, and
SSP-adap trained without adversarial training are easily fooled by PGD attacks,
but more analysis is needed on a more challenging dataset. For this reason, we
focus on the adversarial training setting for CIFAR10. Please see supplementary
materials for more analysis on SSP networks with adversarial training.
Adversarial Training. Before experimental results, we briefly summarize the
adversarial training proposed by [21]. The objective of adversarial training is to
minimize the adversarial risk given as,

Radv(he) = E(w7y)~D [Igleag(ﬁ(hg(l‘ + 5)7 y)]a (16)

where the hg is a model parameterized by 6, L is a loss function, y is the label
of corresponding image x, D is a true data distribution, and A is a set of small
perturbations satisfying ||6]|, < €. In our experiments, the ¢, metric is used,
i.e., p = co. Finding the exact solution to max L(hg(x + 9),y) is intractable, so

[21] approximate it with a sample generated by the PGD attack. PGD attack
finds the adversarial example given as x;4+1 = II(z; + aVy, L(he(z;),y)), where
i €{0,1,---,K — 1}, K is the number of iterations of PGD attack, II denotes
the projection to a small ball A and a valid pixel range. In our experiment, xg is
initialized with the input image augmented by adding the random perturbation
dp sampled from the uniform distribution Uniform(—e,¢).

To summarize, our adversarial training procedure works as follows: First, ran-
domly perturb the image within the allowed perturbation range €. Next, generate
the candidate adversarial example by PGD attack. Finally, take the gradient de-
scent step on a minibatch composed of only candidate adversarial examples. The
adversarial training is closely related to the Frank-Wolfe Algorithm and two pro-
jections in the original adversarial training can be simplified to one projection
to the intersection of two convex sets. The pseudocode of adversarial training
and a detailed discussion of implementation are provided in the supplement.
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N|K| Model | Clean |FGSM | PGD7 |PGD12|PGDso

ResNet | 0.8357|0.5116 | 0.4389 | 0.4215 | 0.4150
mid-RK2|0.8407| 0.5156 | 0.4377 | 0.4193 | 0.4129
SSP-2 | 0.8257 | 0.5223 | 0.4577 | 0.4426 | 0.4368
SSP-3 | 0.8376 | 0.5165 | 0.4478 | 0.4305 | 0.4246
SSP-adap| 0.8376 (0.5283|0.4640|0.4455|0.4403

12| ResNet |0.8010|0.5304 | 0.4817 | 0.4691 | 0.4650
12| mid-RK2| 0.7957 | 0.5326 | 0.4849 | 0.4740 | 0.4693
12| SSP-2 | 0.7899 | 0.5426 | 0.5073 | 0.4983 | 0.4961
12| SSP-3 | 0.7966 | 0.5440 [0.5092|0.4999|0.4976
12|SSP-adap| 0.7988 |0.5504| 0.5066 | 0.4964 | 0.4943

10| 7 | ResNet |0.8516|0.5225 | 0.4398 | 0.4188 | 0.4111
10| 7 |mid-RK2| 0.8451 | 0.5146 | 0.4343 | 0.4122 | 0.4045
10{ 7| SSP-2 |0.8437|0.5373|0.4714 | 0.4502 | 0.4427
10| 7| SSP-3 |0.8505 | 0.5350 |0.4719|0.4558|0.4497
10| 7 |SSP-adap| 0.8504 | 0.5308 | 0.4592 | 0.4376 | 0.4310

10|12| ResNet |0.8181|0.5467 | 0.4957 | 0.4799 | 0.4755

10{12|mid-RK2|0.8198| 0.5522 | 0.4968 | 0.4818 | 0.4775

10]12| SSP-2 |0.8144 | 0.5497 | 0.5074 | 0.4957 | 0.4932

10{12| SSP-3 |0.8119|0.5507 | 0.5032 | 0.4929 | 0.4890

10{12|SSP-adap| 0.8156 |0.5643|0.5166(0.5054|0.5016
Table 2: CIFAR10 robustness evaluation against adversarial attacks. The column
index NV indicates the number of blocks in each group of Figure 3, K indicates the
number of PGD iterations during training while PGD; represents the attack with
1 iterations during attack. The SSP-adap model indicates an adaptive Runge-
Kutta structure. All the SSP networks are more robust against adversarial attack
than ResNet. Moreover, SSP-adap maintains the natural accuracy.
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Experimental Details. We use the Stochastic Gradient Descent method with
Nesterov momentum, learning rate of 0.1, weight decay of 0.0005, momentum
0.9, and a minibatch size of 128 samples. All models are trained for 200 epochs
and in every 60, 100, 140 epochs, the learning rate decayed with a decaying factor
0.1. Both adversarial training and robustness evaluation, we set the maximum
perturbation range e = 8/255. To evaluate the robustness, we use FGSM [8] and
PGD [21]; similar to our MNIST experiments. We set the PGD attack parameters
to a = 2/255, and the number of iterations K = 7,12, 20 in evaluation.

Robustness Comparison. The experimental results are shown in Table 2.
Models are evaluated in four different settings varying both the number of blocks
(6 or 10 in column N) for each group in Figure 3 and the number of iterations
in PGD (7 or 12 in column K) to generate adversarial examples during training.

Before discussing about the effectiveness of SSP, we briefly show the rela-
tionship among robustness, the amount of model parameters, and the strength
of attacks used in adversarial training. As shown in Table 2, the robustness of
all the models is improved by stronger attacks during training (e.g., larger K
in PGD). The same observation is reported in [32]. For instance, SSP-3 (N=6,
K=12) shows higher accuracy than SSP-3 (N=6, K=7) against all the attacks
and especially the improvement is about 7% against PGD with 20 iterations.
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Fig. 4: Perturbation growth ratio in Equation (17) of clean samples and its ad-
versarial counterparts. As the SSP networks suppress the perturbation growth
during forward propagation, SSP-2, SSP-3 and SSP-adap have a lower ratio than
ResNet. For full version of this figure, see the supplement.

Also, a bigger model size (e.g., larger N) increases the robustness against adver-
sarial examples. This is closely related to the finding in [21] that increasing the
number of channels in hidden layers often improves the robustness. Our experi-
ments show that increasing the model size by adding more layers improves the
robustness. For example, when K = 7, SSP-3 with N = 10 blocks show overall
higher accuracy than SSP-3 with N = 6 blocks, the gain is about 2%. From
the numerical discretization perspective, more blocks can be seen as a finer time
discretization that leads to a more accurate numerical solution (or prediction).

All SSPNets, SSP-2, SSP-3 and SSP-adap, consistently outperform ResNet
by, roughly, 1 ~ 3.9% when ResNet and SSPNets have the same number of
blocks, IV, and iterations, K, in adversarial training. Note that we compare SSP-
2 (and SSP-3) with ResNet, which has the same amount of parameters, and this
is important to assure that the gain is not from an increased the amount of model
parameters. Also, SSP-2, SSP-3 and SSP-adap have the same time discretiza-
tion as ResNet. So, we conclude that the improvement in robustness against
adversarial attacks solely comes from the strength of a higher-order numerical
discretization. Table 2 shows one more interesting property of SSP networks.
Unlike adversarial training and defensive methods that usually cause the label
leaking effects [31,38], SSP-2, SSP-3 and SSP-adap (our architectural changes)
do not bring any additional loss of accuracy on natural samples.

On the other hand, Table 2 also shows that the mid-RK2 architecture does
not outperform ResNet, SSP-2, SSP-3 or SSP-adap even though the mid-RK2
is derived from the second order numerical scheme. This gives credence to the
implementation of SSPNets and implies that the robust performance is not a re-
sult of arbitrary high-order methods. In addition, SSP-adap achieves comparable
natural accuracy as ResNet and improves robustness. Table 2 demonstrates the
consistent improvement across various settings. For example, SSP-adap achieves
nearly 4% absolute performance improvement for N = 10, K = 7. The improve-
ment by SSP networks compared to ResNet and the performance difference be-
tween different SSP networks are relatively smaller than Table 1. Our conjecture
is that this is due to the improvement by adversarial training. We believe that
the Strong Stability Preserving property imposed by our architectural change
allows the SSPNets to improve the robustness against adversarial attacks.
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Perturbation Growth Ratio Comparison. We investigate how the dis-
tance between clean samples and adversarial examples evolves through networks
by calculating the perturbation growth ratio between input/output of groups
given by

1/ (=) = f(&)lp

POR(S) = v B [
p

|| vevn an
where f(-) is a function of a group, z’ is a corrupted sample from z and is an
element of the set X', X’ is a small neighborhood of x, and p defines a type
of norm either ¢; (related to TV in Equation (5)) or #3 (related to Lemma 3).
Since each model has a different scale of feature maps, to compare, the distance
needs proper normalization. So, we first measure the distance between a clean
sample and its adversarial example before/after each group in Figure 3. 2’ is the
adversarial example generated by PGD attack with 20 iterations for each model.

Figure 4 presents the perturbation growth ratio when N = 6, K = 7 and
N = 10, K = 12 at each group in the models. Since the adversarial examples
change the final predictions, the perturbation growth ratio increases in all the
models. However, for SSPNets, the perturbation growth ratio is significantly
lower than ResNet. This result supports that the proposed SSP blocks improve
robustness of networks against adversarial attacks when compared to ResNet.
We also conducted an experiment when z’ is corrupted by adding a random
perturbation to x and the result is consistent with Figure 4. For full version of
Figure 4 and more discussion, see the supplement.

5 Conclusion

In this work, we leverage the Strong Stability Preserving property of numerical
discretization in order to improve adversarial robustness. Inspired by the Strong
Stability Preserving methods, we design a series of SSPNets by applying the same
ResBlock multiple times with parameters derived from numerical analysis. All of
the SSP networks provide robustness against adversarial attacks. In particular,
SSPNets with the ArkBlock improve adversarial robustness while maintaining
natural accuracy. The proposed networks are complementary with adversarial
training and suppress the perturbation growth. Our work shows the way to
improve the robustness of neural networks by utilizing the theory of advanced
numerical discretization schemes. We believe that the intersection of numerical
discretization and robust deep learning will provide new opportunities to study
robust neural networks. !
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