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1 Additional Details about the Dataset

Dataset Statistics. Fig. 1 reports the statistics for the number of rooms per
scene, room types, and instances with 3D bounding box annotations for the
top 20 categories. We also report the proportion of large (area > 962), medium
(322 6 area < 962) and small objects (area < 322) in each category. The area is
measured as the number of pixels in the segmentation mask.
More Annotations. Based on the “primitive+relationship” representation, we
can generate various types of structures, such as wireframe, planes, and floorplan.
Some examples are shown in Fig. 4.

Fig. 5 and Fig. 6 show more layout annotations of panoramic and perspective
images in our dataset, respectively. The first two rows show cuboid layouts. The
layouts become more complicated from top to bottom in Fig. 5. Note that all
ground truth 3D annotations are automatically extracted from the original house
design files.

Our dataset also provides 3D bounding box annotations in all scenes. Some
examples are shown in Fig. 7.

2 Impact of Rendering Quality

To illustrate the importance of photo-realistic rendering, we have conducted
additional experiments to investigate how rendering quality affects room layout
estimation accuracy. In this experiment, we render low-quality images by (i)
disabling global illumination, (ii) using only ambient light, and (iii) for BSDF,
only keeping the diffuse reflection. We show the qualitative comparison between
high-quality and low-quality rendering methods in Fig. 2. Table 1 shows the
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Fig. 1. Statistics of semantic annotation in our dataset. (a) The number of scenes w.r.t.
different room numbers. (b) The number of rooms w.r.t. different room types. (c) The
number of instances w.r.t. the top 20 object categories.

Table 1. Quantitative evaluation of the room layout estimation with different rendering
qualities.

Methods
Rendering

Config.
PanoContext 2D-3D-S

quality 3D IoU(%)↑ CE(%)↓ PE(%)↓ 3D IoU(%)↑ CE(%)↓ PE(%)↓

LayoutNet

low
s 67.92 1.64 5.54 58.15 1.73 6.10

s → r 84.59 0.67 2.06 83.46 0.75 2.46

high
s 75.64 1.31 4.10 57.18 2.28 7.55

s → r 84.77 0.63 1.89 84.04 0.66 2.08

HorizonNet

low
s 70.35 1.89 5.22 64.75 1.22 4.50

s → r 83.00 0.75 2.09 85.21 0.82 2.16

high
s 75.89 1.13 3.15 67.66 1.18 3.94

s → r 85.27 0.66 1.86 86.01 0.61 1.84

quantitative results. As expected, using low-quality images generally leads to
degraded performance.

3 Experiments on Room Layout Estimation

3.1 Implementation Details

LayoutNet. We use LayoutNet v2 [11,12] with ResNet-34 as the backbone.
Instead of following the step-by-step training procedure in [11,12], we directly
train the whole network jointly with a large batch size, which also leads to a
comparable result. We use Adam optimizer [3] with learning rate 10−3, β1 = 0.9,
and β2 = 0.999. We use a mini-batch size of 16. For “s + r”, each batch contains 8
images from the real dataset and 4 from the synthetic dataset. We train the whole
network on the synthetic dataset for 14k iterations (20 epochs of the synthetic
dataset) and fine-tune the network on the real dataset for 5k iterations (100
epochs of the real dataset).
HorizonNet. Following the [6], we use Adam optimizer [3] with learning rate 3×
10−4, β1 = 0.9, and β2 = 0.999. We use a mini-batch size of 16. For “s + r”, each
batch contains 16 images from the real dataset and 8 from the synthetic dataset.
We train the whole network on the synthetic dataset for 14k iterations (20 epochs
of the synthetic dataset), and fine-tune the network on the real dataset for 15k
iterations (300 epochs of the real dataset).
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Fig. 2. Qualitative comparison of different rendering qualities. Odd rows: high-quality
images. Even rows: low-quality images.

Domain adaptation. We use a PatchGAN [2] for discriminator and LSGAN [4]
as the adversarial learning objective function. We use Adam optimizer [3] with
learning rate 1× 10−4, β1 = 0.9, and β2 = 0.999. Each batch contains 4 images
from the real dataset and 4 from the synthetic dataset. We train the whole
network on the synthetic dataset for 10k iterations. In the training, the weights
for depth estimation network and the discriminator network are set as 0.1, 0.001.

We train all our model on 4 NVIDIA GeForce GTX TITAN X GPUs with
12GB GPU memory.

3.2 Qualitative Results

We show qualitative results of LayoutNet [11,12] on PanoContext [9] and 2D-
3D-S [1] in Fig. 8 and Fig. 9, respectively. As one can see, by first training on our
synthetic data and then fine-tuning on real images, the network generates more
accurate estimations than only using synthetic data or real images for training
(e.g., see the last column of Fig. 8 and the last column of Fig. 9).

We show qualitative results of HorizonNet [6] on the two datasets in Fig. 10
and Fig. 11, respectively. Similar to the case of LayoutNet, the network is able
to generate better layout estimations when trained on both synthetic data and
real images.

Finally, we show visual results for the domain adaptation experiment in
Fig. 12 and Fig. 13.
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Fig. 3. Comparison of semantic annotation between 2D-3D-3S and Structured3D
datasets. First row: 2D-3D-S dataset. Second row: Structured3D dataset. Differ-
ent colors indicate different semantic categories.

4 Experiments on Semantic Segmentation

4.1 Experiment Setup

Dataset. In this experiment, we use 2D-3D-S [1] as the real dataset. We split
the images into 955 for training, 84 for validation, and 373 for testing. Then,
we select a subset of panoramas in our Structured3D Dataset with the original
lighting and full configuration. Each panorama corresponds to a different room in
our dataset. We divide our synthetic dataset at the scene level into train/val/test
which contains 3000/250/250 scenes and 18362/1776/1697 images.
Evaluation metrics. We adopt three standard metrics: i) Mean IoU: intersec-
tion over union between the predicted and ground truth pixels, average over all
semantic classes; ii) Pixel Accuracy: the proportion of the correctly predicted
pixels; iii) Boundary Accuracy [5]: F-measure along the boundary of the pre-
dicted and ground truth pixels. We do not use boundary accuracy metric on the
real dataset, since the annotation in the 2D-3D-S is not well aligned with the
semantic boundary, as shown in Fig. 3.
Methods for comparison. In this experiment, we compare PSPNet [10] with
dilated ResNet-50 as the backbone, UPerNet [8] with ResNet-50 as the backbone,
and HRNet [7].
Implementation details. We use SGD optimizer with initial learning rate
2× 10−2 with polynomial decay policy, momentum 0.9, and weight decay 10−4.
We set the mini-batch size to 8. For “s + r”, each batch contains 4 images from
the real dataset and 4 from the synthetic dataset. We train the whole network
on the synthetic dataset for 10k iterations and fine-tune the network on the
real dataset for 10k iterations. During training and testing, we resize images to
512× 1024.

4.2 Experiment Results

Evaluation on Structured3D dataset. The results on the test set of the
Structured3D are shown in Table 2. Since the synthetic dataset contains accurate
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Table 2. Quantitative evaluation of the semantic segmentation on Structured3D
dataset. The best and the second best results are boldfaced and underlined, respec-
tively.

Methods Mean IoU (%) ↑ Pixel Accuracy (%) ↑ Boundary Accuracy (%) ↑
PSPNet [10] 30.10 77.08 71.29

UPerNet [8] 32.64 82.30 75.89

HRNet [7] 37.77 83.94 80.84

Table 3. Quantitative evaluation of the semantic segmentation under different training
schemes. The best and the second best results are boldfaced and underlined, respec-
tively.

Methods Config. Mean IoU (%) ↑ Pixel Accuracy (%) ↑

PSPNet [10]

s 26.13 66.26

r 47.08 80.02

s → r 46.06 80.85

s + r 49.71 82.05

UPerNet [8]

s 28.75 65.49

r 45.09 81.07

s → r 46.14 80.87

s + r 49.60 82.62

HRNet [7]

s 37.92 73.38

r 48.92 82.29

s → r 49.15 81.37

s + r 52.00 84.12

pixel-wise annotations, we further evaluate the boundary accuracy. Qualitative
results are shown in Fig. 14.

We also report the IoU per category in Table 4. As one can see, the per-class
score is strongly correlated with the number and size of instances in each class.
Augmenting real datasets. Since the label set of the 2D-3D-S dataset is not
consistent with our Structured3D dataset, we select nine overlapping categories
for evaluation: wall, floor, chair, sofa, door, window, bookcase, ceiling, and table.
We follow the four training strategies in the “augmenting real datasets” exper-
iment: “s”, “r”, “s → r” and “s + r”. The results are shown in Table 3. As
expected, augmenting real datasets with our synthetic data boosts the perfor-
mance of all methods. We also show qualitative results of PSPNet, UPerNet and
HRNet on 2D-3D-S dataset in Fig. 15, Fig. 16 and Fig. 17, respectively.
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Wireframe Plane Floorplan

Fig. 4. Example 3D ground truth structures in the Structured3D dataset. In the wire-
frame, the yellow wireframe denotes the cuboid-shaped room and the blue one denotes
the hole (such as window and door), respectively. The planes are colored by the normal.
Difference colors denote different room types, windows or doors in the floorplan.
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Fig. 5. Example ground truth room layouts for panoramic images in the Structured3D
dataset. From top to bottom: Simple to complicated cases. The ground truth layouts
are drawn as blue lines.
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Fig. 6. Example ground truth room layouts for perspective images in the Structured3D
dataset. Different colors denote different planes.
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Fig. 7. Example ground truth 3D bounding boxes in the Structured3D dataset.
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s r s + r s → r

Fig. 8. Qualitative results of LayoutNet [11,12] on the PanoContext dataset [9]. The
blue lines are ground truth layout and the green lines are predictions.

s r s + r s → r

Fig. 9. Qualitative results of LayoutNet [11,12] on the 2D-3D-S dataset [1]. The blue
lines are ground truth layout and the green lines are predictions.
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s r s + r s → r

Fig. 10. Qualitative results of HorizonNet [6] on the PanoContext dataset [9]. The blue
lines are ground truth layout and the green lines are predictions.

s r s + r s → r

Fig. 11. Qualitative results of HorizonNet [6] on the 2D-3D-S dataset [1]. The blue
lines are ground truth layout and the green lines are predictions.
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NA DA DA + Depth Real

Fig. 12. Domain adaptation results on the PanoContext dataset [9]. NA: non-adaptive
baseline. DA: align layout estimation output. DA + Depth: align both layout estimation
and depth outputs. Real: train in the target domain. The blue lines are ground truth
layout and the green lines are predictions.

NA DA DA + Depth Real

Fig. 13. Domain adaptation results on the 2D-3D-S dataset [1]. NA: non-adaptive
baseline. DA: align layout estimation output. DA + Depth: align both layout estimation
and depth outputs. Real: train in the target domain. The blue lines are ground truth
layout and the green lines are predictions.
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PSPNet [10] UPerNet [8] HRNet [7] Ground truth

Fig. 14. Semantic segmentation results of PSPNet [10], UPerNet [8] and HRNet [7] on
our Structured3D dataset. Difference colors denote different semantic categories.
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Fig. 15. Semantic segmentation results of PSPNet [10] on the 2D-3D-S dataset [1].
Difference colors denote different semantic categories.
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Fig. 16. Semantic segmentation results of UPerNet [8] on the 2D-3D-S dataset [1].
Difference colors denote different semantic categories.
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Fig. 17. Semantic segmentation results of HRNet [7] on the 2D-3D-S dataset [1]. Dif-
ference colors denote different semantic categories.


