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Abstract. A domain adaptive object detector aims to adapt itself to
unseen domains that may contain variations of object appearance, view-
points or backgrounds. Most existing methods adopt feature alignment
either on the image level or instance level. However, image-level align-
ment on global features may tangle foreground/background pixels at
the same time, while instance-level alignment using proposals may suffer
from the background noise. Different from existing solutions, we propose
a domain adaptation framework that accounts for each pixel via pre-
dicting pixel-wise objectness and centerness. Specifically, the proposed
method carries out center-aware alignment by paying more attention to
foreground pixels, hence achieving better adaptation across domains. We
demonstrate our method on numerous adaptation settings with exten-
sive experimental results and show favorable performance against exist-
ing state-of-the-art algorithms. Source codes and models are available at
https://github.com/chengchunhsu/EveryPixelMatters.

1 Introduction

As a key component to image analysis and scene understanding, object detection
is essential to many high-level vision applications such as instance segmenta-
tion [4,10,11,12], image captioning [38,20,37], and object tracking [18]. Although
significant progress on object detection [9,29,26] had been made, an object detec-
tor that can adapt itself to variations of object appearance, viewpoints, and back-
grounds [2] is always in demand. For example, a detector used for autonomous
driving is required to work well under diverse weather conditions, even if training
data may be acquired under some particular weather conditions.

To address this challenge, unsupervised domain adaptation (UDA) methods
[28,7,36,31,35] have been developed to adapt models trained on an annotated
source domain to another unlabeled target domain. Adopting a similar strategy
to the classification task [36] using adversarial feature alignment, numerous UDA
methods for objection detection [14,32,16,1,21,22,2,15] are proposed to reduce
the domain gap across source and target domains. However, such alignment is
usually performed on the image level that adapts global features, which is less
effective when the domain gap is large [32,5]. To improve upon global alignment1,

1 In this paper, we use image-level alignment and global alignment interchangeably.
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