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Abstract. For safety-critical applications such as autonomous driving,
CNNs have to be robust with respect to unavoidable image corruptions,
such as image noise. While previous works addressed the task of ro-
bust prediction in the context of full-image classification, we consider it
for dense semantic segmentation. We build upon an insight from image
classification that output robustness can be improved by increasing the
network-bias towards object shapes. We present a new training schema
that increases this shape bias. Our basic idea is to alpha-blend a portion
of the RGB training images with faked images, where each class-label is
given a fixed, randomly chosen color that is not likely to appear in real
imagery. This forces the network to rely more strongly on shape cues.
We call this data augmentation technique “Painting-by-Numbers”. We
demonstrate the effectiveness of our training schema for DeepLabv3+
with various network backbones, MobileNet-V2, ResNets, and Xception,
and evaluate it on the Cityscapes dataset. With respect to our 16 dif-
ferent types of image corruptions and 5 different network backbones, we
are in 74 % better than training with clean data. For cases where we are
worse than a model trained without our training schema, it is mostly only
marginally worse. However, for some image corruptions such as images
with noise, we see a considerable performance gain of up to 25 %.
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1 Introduction

Convolutional Neural Networks (CNNs) have set the state-of-the-art for many
computer vision tasks [37, 30, 56, 57, 41, 50, 5, 25, 29, 40, 49, 44]. The benchmark
datasets which are used to measure performance often consist of clean and undis-
torted images [11]. When networks are trained on clean image data and tested
on real-world image corruptions, such as image noise or blur, the performance
can decrease drastically [23, 31, 17, 2, 35].

Common image corruptions cannot be avoided in safety-critical applications:
Environmental influences, such as adverse weather conditions, may corrupt the
image quality significantly. Foggy weather decreases the image contrast, and
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low-light scenarios may exhibit image noise. Fast-moving objects or camera mo-
tion cause image blur. Such influences cannot be fully suppressed by sensing
technology, and it is hence essential that CNNs are robust against common im-
age corruptions. Obviously a CNN should also be robust towards adversarial
perturbations (e.g., [58, 33, 10, 27, 4, 47, 3]).

(a) Corrupted validation image (b) Ground truth

(c) Prediction with our training schema (d) Prediction with standard training
schema

Fig. 1. Results of a semantic segmentation model that is trained with our data aug-
mentation schema. (a) An image crop of the Cityscapes validation set is corrupted by
severe image noise. (b) Corresponding ground-truth. (c) Prediction of a model that
is trained with our schema. (d) Prediction of the same model with reference training
schema, where training images are not augmented with noise. The prediction with our
training schema (c) is clearly superior to the prediction of the reference training schema
(d), though our model is not trained with image noise. In particular the classes road,
tra�c signs, cars, persons and poles, are more accurately predicted

Training CNNs directly on image corruptions is generally a possibility to
increase the performance on the respective type of image corruption, however,
this approach comes at the cost of increased training time. It is also possible
that a CNN overfits to a specific type of image corruption trained on [23, 60].

Recent work deals with the robustness against common image corruptions for
the task of full-image classification, and less effort has been dedicated to semantic
segmentation. Whereas other work utilizes, e.g., a set of data augmentation
operations [32] we propose a new, robustness increasing, data augmentation
schema (see Fig. 1) that does: a) not require any additional image data, and
b) is easy to implement and c) can be used within any supervised semantic
segmentation network, and d) is robust against many common image corruptions.




