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1 Content Summary

In the supplementary materials, we provide additonal details on:

– data collection procedure;
– data annotation procedure;
– full list of the 120 classes of objects;
– example scenes of three difficulty levels: Easy, Medium, and Hard;
– statistics of MessyTable and the three datasets evaluated in Section 5.4;
– framework;
– proposed metric IPAA;
– baselines

2 Additional Details on Data Collection

We gather a team of 10 people for data collection, we refer to them as data
collectors. We define the term “setup” and “scene” as follows: a setup is an
arrangement of nine cameras. The camera poses are randomly set for a setup
and are reset for subsequent setups. A scene is an arrangement of all objects on
the table: a random set of objects are being placed on the table. These objects
are then cleared from the table and replaced with a new random set of objects
for subsequent scenes. With each setup, each camera captures one photo for each
scene; a total of 10 scenes are collected for each setup.

2.1 Setup

Camera Poses and Extrinsic Calibration For each setup, cameras poses,
except camera #1 that provides a bird’s eye view of the scene, are varied. Certain
camera poses are deliberately arranged to be very near the table surface, to
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collect images of an incomplete scene. A calibration board, with six large ArUco
[3, 7] markers are then placed on the table, at a position that is visible to all
cameras. The detected marker corners are used to compute the transformation
matrix from the board frame to the camera frame by solving the the perspective-
n-points problem [1].
Lighting Conditions Variations in lighting often severely affect the perfor-
mances of visual algorithms. Data augmentation [9] and artificially generated
shadows [11] can be unrealistic. Hence, we combine fixed light sources with mo-
bile studio lighting kits to add lighting variations to the dataset such as different
light directions and intensity, shadows, and reflective materials. The lighting is
adjusted for every setup.

2.2 Scene

For object placements, we only provide vague instructions to the data collectors
about the approximate numbers of objects to be used for Easy, Medium, and
Hard scenes respectively; the data collectors make their own decisions at choosing
a set of objects and the pattern to place the objects on the table. Hence, we
ensure that the object placements resemble the in-the-wild arrangements as much
as possible.
For backgrounds, we include baskets and cardboard boxes during data captur-
ing. They serve various purposes, including as occlusion, as platforms for other
objects, etc. We also have coasters, placemats, and tablecloths underneath each
scene which come in different sizes, patterns, colors, and textures, and are com-
monly found in natural scenes.

3 Additional Details on Data Annotation

The interactive tool we design for the association stage is shown in Figure 1. By
selecting bounding boxes, these bounding boxes are assigned the same instance
ID. The tool is designed with the following features to increase efficiency and to
minimize errors:
Irrelevant Bounding Box Filtering Once a bounding box is selected (by
clicking on it) in any view, only the bounding boxes of the same class or similar
classes will remain displayed in other views. It is worth noting that we choose
to keep similar classes, in addition to the same class, because the labels from
the classification stage can be erroneous (a object is wrongly annotated with a
similar class to the true class). Classes are considered to be similar based on
their categories (the grouping is listed in Table 1).
Classification Annotation Verification The tool checks if the bounding
boxes with the same instance ID have the same class labels. It notifies anno-
tators if any disagreement is detected, and performs automatic correction based
on majority voting of the class label amongst nine views, each annotated inde-
pendently in the classification stage.




