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1 Content

In this supplementary material we elaborate on the detailed structures of the net-
works used, including LSTU-Net, CooGAN and HR modified versions of STGAN
and AttGAN. We also give more generated images, including LR comparison re-
sults on facial attribute editing task, season transfer task and HR results of facial
attribute editing. The contents are given in the following sequence:

1. The comparison experiments and network structure of LSTU-Net. This sec-
tion contains two sub-sections: 1) detailed network structure; 2) qualitative
comparisons of results on facial attribute editing tasks and season transfer
tasks.

2. The comparison experiments and network structure of complete CooGAN.
This part has two sub-sections: 1) details of network structure; 2) comparison
experiments and HR results demonstration.

Images are best viewed in color and zoomed in. Our source code will be made
available in https://github.com/XHChen0528/CooGAN.

2 Extra Results of LSTU-Net

2.1 Detailed Network Structure

The structure of our LSTU-Net (mentioned in our paper) and the detailed pa-
rameters are given in Table. 1.

? Work done during an internship at Huawei HiSilicon.
† Corresponding author: Bingbing Ni.
‡ Contributed to the work while he was a research assistant at Shanghai Jiao Tong

University.

https://github.com/XHChen0528/CooGAN
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l Genc Gdec Dadv Datt

1 Conv(64, 4, 2),BN,LeakyReLU DeConv(3, 4, 2),Tanh Conv(64, 4, 2),IN,LeakyReLU

2 Conv(128, 4, 2),BN,LeakyReLU DeConv(128, 4, 2),BN,ReLU Conv(128, 4, 2),IN,LeakyReLU

3 Conv(256, 4, 2),BN,LeakyReLU DeConv(256, 4, 2),BN,ReLU Conv(256, 4, 2),IN,LeakyReLU

4 Conv(512, 4, 2),BN,LeakyReLU DeConv(512, 4, 2),BN,ReLU Conv(512, 4, 2),IN,LeakyReLU

5 Conv(1024, 4, 2),BN,LeakyReLU DeConv(1024, 4, 2),BN,ReLU Conv(1024, 4, 2),IN,LeakyReLU

6 FC(1024) FC(1024)

6 FC(1) FC(c)

Table 1. The network parameter of LSTU-Net. Conv(dim, k, s) and
DeConv(dim, k, s) denote the convolutional layer and the transposed convolu-
tional layer with output channel dim, kernel size k and stride s. BN represents batch
normalization [1] and c is the number of trained attributes, IN represents instance
normalization [2].

2.2 Results Comparison

The facial attribute editing results comparison is demonstrated in Fig. 2. These
results are generated using the dataset CelebA [3]. The visual effect of re-
sults from our LSTU-Net are compared with AttGAN [4], StarGAN [5] and
STGAN [6]. The second block in the Fig. 2 is the results generated using the
original image in the paper of STGAN. It can be observed that our LSTU per-
forms more effectively.

We conduct season transfer experiments on the season dataset [7] and com-
pare our model performance with other classic methods. The comparison results
of AttGAN, STGAN and our LSTU-Net are given in Fig. 3. More results of
our LSTU-Net are given in Fig. 4. We also conduct survey on a crowdsourcing
platform to acquire people’s general opinions of our LSTU-Net results on sea-
son transfer against AttGAN and STGAN. In the survey, people are randomly
given images generated by different models and asked to determine whether it
is successful in season transfer. The results are given in Table. 2.

Method Spring Summer Autumn Winter

AttGAN 66.8% 78.2% 76.8% 78.4%

STGAN 71.3% 91.7% 84.1% 88.8%

Ours 73.9% 92.1% 83.9% 87.4%

Table 2. User study results of our LSTU-Net, STGAN and AttGAN on season transfer
tasks.

We also give the experiment results in Fig. 1, exhibiting the importance
of LSTU in the in the translation framework. We evaluate the function and
property of skip connection in attribute editing tasks by studying its influence
on translation accuracy of specific attributes and the overall performance.
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Fig. 1. The attribute translation accuracy of models with different numbers of skip
connections.

3 Extra Results of CooGAN

3.1 Detailed Network Structure

The detailed parameters of the local module of CooGAN are given in Table. 3.
Here we also give the network structures of AttGAN-HR and STGAN-HR in
Table. 4, which are modified by us and used for comparison experiments.

3.2 Results Comparison

The HR results are generated using the CelebA-HQ [8] dataset. We compare the
results of our CooGAN with AttGAN-HR and STGAN-HR. The comparison
results are given in Fig. 5. More images generated by our CooGAN are given in
Fig. 6 and Fig. 7.
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l Genc Gdec Dadv Datt

1 Conv(48,4,2),BN,LeakyReLU DeConv(3,4,2),Tanh Conv(48,4,2),IN,LeakyReLU

2 Conv(96,4,2),BN,LeakyReLU DeConv(96,4,2),BN,ReLU Conv(96,4,2),IN,LeakyReLU

3 Conv(192,4,2),BN,LeakyReLU DeConv(192,4,2),BN,ReLU Conv(192,4,2),IN,LeakyReLU

4 Conv(384,4,2),BN,LeakyReLU DeConv(384,4,2),BN,ReLU Conv(384,4,2),IN,LeakyReLU

5 Conv(768,4,2),BN,LeakyReLU DeConv(768,4,2),BN,ReLU Conv(768,4,2),IN,LeakyReLU

6 FC(1024) FC(1024)

7 FC(1) FC(c)

l Genc Gdec Dadv Datt

1 Conv(24,4,2),BN,LeakyReLU DeConv(3,4,2),Tanh Conv(24,4,2),IN,LeakyReLU

2 Conv(48,4,2),BN,LeakyReLU DeConv(48,4,2),BN,ReLU Conv(48,4,2),IN,LeakyReLU

3 Conv(96,4,2),BN,LeakyReLU DeConv(96,4,2),BN,ReLU Conv(96,4,2),IN,LeakyReLU

4 Conv(192,4,2),BN,LeakyReLU DeConv(192,4,2),BN,ReLU Conv(192,4,2),IN,LeakyReLU

5 FC(256) FC(256)

6 FC(1) FC(c)

Table 3. The network parameters of CooGAN. The first table is of the global module
and the second table is of the local module. Conv(dim, k, s) and DeConv(dim, k, s)
denote the convolutional layer and the transposed convolutional layer with output chan-
nel dim, kernel size k and stride s. BN represents batch normalization, IN represents
instance normalization and c is the number of trained attributes.

l
STGAN −HR

encoder decoder

1 Conv(32,4,2),BN,LeakyReLU DeConv(3,4,2),Tanh

2 Conv(64,4,2),BN,LeakyReLU DeConv(64,4,2),BN,ReLU

3 Conv(128,4,2),BN,LeakyReLU DeConv(128,4,2),BN,ReLU

4 Conv(256,4,2),BN,LeakyReLU DeConv(256,4,2),BN,ReLU

5 Conv(512,4,2),BN,LeakyReLU DeConv(512,4,2),BN,ReLU

6 Conv(1024,4,2),BN,LeakyReLU DeConv(1024,4,2),BN,ReLU

7 Conv(1024,4,2),BN,LeakyReLU DeConv(1024,4,2),BN,ReLU

l
AttGAN −HR

encoder decoder

1 Conv(64,4,2),BN,LeakyReLU DeConv(3,4,2),Tanh

2 Conv(128,4,2),BN,LeakyReLU DeConv(128,4,2),BN,ReLU

3 Conv(256,4,2),BN,LeakyReLU DeConv(256,4,2),BN,ReLU

4 Conv(512,4,2),BN,LeakyReLU DeConv(512,4,2),BN,ReLU

5 Conv(1024,4,2),BN,LeakyReLU DeConv(1024,4,2),BN,ReLU

6 Conv(1024,4,2),BN,LeakyReLU DeConv(1024,4,2),BN,ReLU

7 Conv(1024,4,2),BN,LeakyReLU DeConv(1024,4,2),BN,ReLU

Table 4. The generator network parameters of STGAN-HR and AttGAN-HR.
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Raw Image Reconstruction To bald To bangs To black hair To blond hair To brown hair Eyebrows Add glasses To male Close mouth Add mustache Add beard To pale skin To old

Fig. 2. LR (128 × 128) facial attribute editing results of StarGAN, AttGAN, STGAN
and our LSTU-Net.
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Raw Image STGAN AttGAN Ours

Autumn → Spring

Autumn → Summer

Spring → Autumn

Spring → Winter

Fig. 3. Season transfer results comparison of AttGAN, STGAN and our LSTU-Net.
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Spring Summer Autumn Winter

Fig. 4. Season transfer results of our LSTU-Net. The diagonal ones are original images.
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Raw Image Reconstruction To bald To bangs To black hair

To blond hair To brown hair Light eyebrows Add glasses To female

Open mouth Add mustache Add beard To pale skin To old

Fig. 5. HR (768× 768) results comparison of AttGAN-HR, STGAN-HR and our
CooGAN.
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Raw Image Reconstruction To bald To bangs To black hair

To blond hair To brown hair Eyebrows To maleAdd glasses

Close mouth Add mustache Add beard To pale skin To old

Raw Image Reconstruction To bald To bangs To black hair

To blond hair To brown hair Light eyebrows To femaleAdd glasses

Close mouth Add mustache Remove beard To pale skin To old

Fig. 6. HR (768× 768) results of our CooGAN.
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Raw Image Reconstruction To bald To bangs To black hair

To blond hair To brown hair Eyebrows To femaleAdd glasses

Close mouth Add mustache Add beard To pale skin To old

Raw Image Reconstruction To bald To bangs To black hair

To blond hair To brown hair Eyebrows To maleAdd glasses

Close mouth Add mustache Add beard To pale skin To old

Fig. 7. HR (768× 768) results of our CooGAN.
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