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1 Implementation Details

SeqHAND-Net is structured as ResNet-50 [2] with the latent dimension of 1536,
which is extended with a Conv-LSTM layer with 256-dimensional hidden states
and a fully-connected (FC) layer to induce 26 variables including pose θ, shape
β and view parameters r, t, s in our proposed structure. The SeqHAND-Net
replaces the average-pooling layer and the FC layer of original ResNet50 with a
Conv-LSTM layer and a FC layer. This may put our model in an advantageous
position over the baseline model with more computational resource, but when
the baseline is trained with ResNet101, its performance has not been improved
as much as our extension has allowed, as shown in Table 2 in the main paper.
The dimension of the latent and the hidden variables of the proposed structure
are empirically chosen for its competitiveness against the baseline model though
of the extension for temporal feature exploitation. SeqHAND-Net is resultantly
composed of 43.2M trainable parameters. A pytorch impelementation [1] is used
for MANO hand model. For fine-tuning for synthetic-real domain transition, we
have set only the Conv-LSTM layer detached from further learning, letting the
last output FC layer be tuned along with the encoder.
Training Loss for SeqHAND Dataset. The criterion for pre-training for
sequential synthetic hand motion image dataset is a combination of re-projected
2D joint loss L2D, a 3D joint loss L3D, a temporal consistency loss Ltemp, a loss
for camera parameters Lcam and the mask fitting loss Lmask:

L =λ2DL2D + λ3DL3D + λtempLtemp + λcamLcam + λmaskLmask. (1)

Training Loss for Domain Transition to Real. We have utilized datasets
of Stereo Benchmark [3] and FreiHand [4] for domain transfer of our trained net-
work into real domain. The two datasets are differently annotated; STB datasets
are only annotated with 2D and 3D joint locations while FreiHand dataset pro-
vides hand masks along with the 2D and 3D ground-truths. The loss of adap-
tation to real hand images is thus a combination of re-projected a 2D joint loss
L2D, a 3D joint loss L3D, a hand mask loss Lmask, and a temporal loss Ltemp :

L =λ2DL2D + λ3DL3D + λtempLtemp + λmaskLmask. (2)

We have set the weights as λ2D = 5, λ3D = 100, λtemp = 100 with λθtemp =
2e−4, λcam = 1 and λmask = 10 for both pre-training with SeqHAND dataset
and domain adaptation to real hand images.
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