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1 1.0 4.2 2.7 4.4 4.3 20.1 12.2 9.0 2.8 5.2 3.5 8.1 10.9 2.5 2.2 2.4 3.2 8.4 8.3 2.6
2 1.9 8.2 5.2 8.5 8.3 38.1 23.4 17.5 5.6 10.1 6.8 15.8 21.0 4.9 4.4 4.7 6.2 16.3 16.0 5.2
3 2.7 11.4 7.2 12.0 11.7 51.6 32.3 24.2 7.8 14.0 9.5 21.6 28.2 6.8 6.2 6.7 8.6 21.9 21.4 7.2
4 3.5 14.5 9.2 15.3 14.9 61.8 40.3 30.5 9.9 17.7 12.0 26.9 34.8 8.7 7.9 8.5 10.9 27.1 26.5 9.1
5 4.4 18.0 11.4 18.8 18.2 69.8 48.5 37.1 12.4 21.7 15.0 33.4 42.6 11.0 9.8 10.7 13.6 33.2 32.4 11.2

Table 1: The proportion of boundary pixels (with different widths) over different cat-
egories on Cityscapes val (%).
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DeepLabV3 98.4 86.5 93.1 63.9 62.6 66.1 72.2 80.0 92.8 66.3 95.0 83.3 65.5 95.3 74.5 89.0 80.0 67.4 78.4 79.5
+ SegFix 98.5 87.1 93.5 64.6 63.1 69.0 74.9 82.4 93.2 66.7 95.3 84.9 66.9 95.8 75.0 89.6 80.7 68.4 79.7 80.5
HRNet-W48 98.5 87.0 93.5 58.5 64.7 71.4 75.6 82.8 93.2 64.8 95.3 84.7 66.9 95.8 82.9 91.5 82.9 69.8 80.1 81.1
+ SegFix 98.5 87.4 93.7 59.0 65.1 72.5 77.0 84.0 93.4 65.1 95.4 85.7 67.7 96.1 83.1 91.9 83.4 70.8 81.0 81.6
Gated-SCNN 98.3 86.4 93.3 56.5 64.2 70.8 75.8 83.1 93.0 65.4 95.3 85.3 67.8 96.0 81.3 91.4 84.6 69.9 80.5 81.0
+ SegFix 98.4 86.7 93.4 56.8 64.4 72.0 77.0 84.1 93.2 65.7 95.4 86.0 68.8 96.2 81.5 91.5 84.8 70.6 81.1 81.5

Table 2: Category-wise mIoU improvements of SegFix based on various methods on
Cityscapes val.

A. Statistics of Boundary Pixels

We collect some statistics of the proportion of the boundary pixels over different
categories in Table 1. We can find that the boundary pixels occupy large propor-
tions for three (small-scale) categories including pole, traffic light and traffic sign.
In fact, the performance improvements (measured by mIoU) also mainly come
from these three categories. For example, in Table 2, our SegFix improves the
DeepLabv3’s mIoUs of these three categories by 3.1%, 2.7% and 2.4% separately.

? Equal contribution.
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B. Category-wise mIoU Improvements

We perform the SegFix on the Cityscapes val segmentation results based on
DeepLabv3 [3], Gated-SCNN [11] and HRNet [10]. We report the category-wise
mIoU improvements in Table 2 and we can see that our approach significantly
improves the performance on object categories including pole, traffic light and
traffic sign. The key reason might be that the objects belonging to these cate-
gories tend to be of small scale, which benefit more from the accurate boundary.

C. Unified SegFix Model

We propose to train a single unified SegFix model on Cityscapes and ADE20K,
and we report the improvements over DeepLabv3 as below: with a single uni-
fied SegFix model, the performance gains are 0.9%/3.8% on Cityscapes and
0.5%/2.7% on ADE20K measured by mIoU/F-score. We can see these improve-
ments are comparable with the SegFix trained on each dataset independently.

In our implementation, we use the same backbone Higher-HRNet for SegFix
and we illustrate the training policy as below: we set the batch size as 16 and
construct each mini-batch by sampling 8 images from Cityscapes and 8 images
from ADE20K. We choose the initial learning rate as 0.02 and all the other
training settings are kept the same. the same learning rate policy, the crop size
as 512 (for images from both datasets) and the same augmentation policy. As
illustrated in the paper, the performance of unified SegFix is comparable with
the performance of SegFix trained on each dataset separately. In general, the
proposed unified SegFix is a general scheme that well addresses the boundary
errors across multiple benchmarks.

In general, we only need to train a single unified SegFix model to improve
the boundary quality of various segmentation models across different datasets,
thus SegFix is much more training friendly (and saves a lot of energy consump-
tion) compared to the previous methods [2,11,4,9,8,5] that require re-training
the existing segmentation models on each dataset independently.

D. Comparison with Model Ensemble

To investigate whether our SegFix mainly benefits from model ensemble, we
conduct a group of experiments to compare our method with the standard model
ensemble (that ensembles two segmentation models with the same compacity)
under fair settings and report the results in Table 4.

Specifically speaking, when processing a single image with resolution 1024×
2048, the overall computation cost of DeepLabv3+SegFix/DeepLabv3+HRNet-
W18 is 2054/2060 GFLOPs separately. We can see that SegFix outperforms the
model ensemble, e.g., DeepLabv3+SegFix gains 1.9% (on F-score) over model
ensemble method DeepLabv3+HRNet-W18, suggesting that our SegFix is capa-
ble to fix that boundary errors that the model ensemble fails to address. Besides,



SegFix: Model-Agnostic Boundary Refinement for Segmentation 3

width method ro
a
d

si
d
e
w

a
lk

b
u
il
d
in

g

w
a
ll

fe
n
c
e

p
o
le

tr
a
ffi

c
li
g
h
t

tr
a
ffi

c
si

g
n

v
e
g
e
ta

ti
o
n

te
rr

ia
n

sk
y

p
e
rs

o
n

ri
d
e
r

c
a
r

tr
u
ck

b
u
s

tr
a
in

m
o
to

rc
y
c
le

b
ic

y
c
le

mean

1px

DeepLabV3 70.7 44.4 50.0 45.9 42.3 48.3 45.8 46.5 49.5 45.4 60.5 43.0 55.9 56.9 76.6 84.5 92.3 70.5 45.9 56.6
+ SegFix 73.9 49.1 55.5 47.8 43.7 57.6 52.7 58.3 54.7 47.4 64.7 50.2 59.7 64.6 77.4 86.0 92.6 72.0 51.5 61.0
HRNet-W48 73.1 48.9 55.4 49.2 49.0 58.9 59.0 55.5 54.0 51.0 65.1 52.0 62.0 63.4 79.0 87.5 95.0 77.4 51.0 62.4
+ SegFix 74.8 51.9 58.2 50.9 49.7 63.6 64.0 61.6 57.1 52.5 66.8 56.8 64.4 67.5 79.7 88.7 95.2 77.7 55.0 65.1
Gated-SCNN 73.5 49.8 55.5 46.7 43.0 59.9 61.8 57.4 54.4 45.7 65.9 51.4 61.9 64.0 72.5 84.8 92.4 71.9 53.6 61.4
+ SegFix 74.2 51.3 57.7 47.2 45.3 64.0 63.8 61.2 56.7 46.9 66.6 55.6 64.0 66.9 72.0 85.0 92.6 71.8 55.9 63.1

2px

DeepLabV3 79.1 57.5 62.2 49.3 45.5 64.1 54.5 61.3 62.6 49.8 72.2 54.8 62.4 71.6 78.0 86.5 92.7 72.3 54.7 64.8
+ SegFix 81.2 60.9 66.3 51.1 46.6 69.6 59.7 69.3 66.6 51.6 75.0 60.4 65.6 76.6 78.8 87.7 93.0 73.5 59.5 68.1
HRNet-W48 81.1 61.7 67.4 52.5 52.5 73.2 67.7 69.4 66.9 55.4 76.3 63.7 68.2 77.3 80.4 89.6 95.5 79.1 60.3 70.4
+ SegFix 82.1 63.7 69.1 54.0 52.8 75.2 71.1 72.5 69.1 56.7 77.2 66.9 70.4 79.5 80.9 90.3 95.6 79.1 63.3 72.1
Gated-SCNN 80.9 61.9 67.1 50.0 46.4 73.9 70.3 70.1 67.1 50.0 76.7 62.8 68.5 77.3 74.0 86.8 92.9 73.8 62.5 69.1
+ SegFix 81.5 63.0 68.6 50.5 48.5 75.9 71.1 72.1 68.6 51.2 77.1 65.9 70.3 78.9 73.4 86.7 93.0 73.6 64.6 70.2

3px

DeepLabV3 84.1 65.8 70.7 52.0 47.9 72.5 60.8 70.2 72.2 53.2 79.9 62.9 67.3 79.8 79.0 87.8 93.0 73.7 61.6 70.2
+ SegFix 85.2 67.8 73.0 53.3 48.6 74.8 64.0 74.5 74.6 54.5 81.4 66.1 69.5 82.2 79.5 88.6 93.3 74.6 65.0 72.1
HRNet-W48 85.5 69.1 74.7 54.9 54.9 79.0 72.9 75.6 75.5 58.6 83.0 70.4 72.6 84.3 81.3 90.8 95.7 80.3 66.9 75.1
+ SegFix 86.0 70.3 75.4 55.8 54.8 79.5 74.9 77.0 76.8 59.5 83.3 72.0 74.0 84.9 81.6 91.2 95.8 80.1 68.6 75.9
Gated-SCNN 85.0 68.8 74.2 52.2 48.7 79.7 75.0 75.9 75.4 53.0 83.1 69.3 73.1 83.6 74.9 87.8 93.2 75.2 68.8 73.5
+ SegFix 85.3 69.6 74.9 52.5 50.6 80.3 75.0 76.7 76.3 54.0 83.3 71.1 74.2 84.2 74.1 87.6 93.2 74.9 70.0 74.1

Table 3: Boundary F-score with SegFix. We illustrate the category-wise com-
parison with various baselines in terms of boundary F-score on Cityscapes val.

another advantage of our method lies at that we can use a single unified Seg-
Fix model across multiple datasets while the model ensemble requires training
multiple different segmentation models on different datasets independently.

E. Details of Experiments on Instance Segmentation

We generate the instance segmentation results of Mask-RCNN/PointRend based
on the open-sourced Detectron2 [12], and we get the results of PANet [7] and
PolyTransform [6] from the authors directly as our approach does not require
training any segmentation models.

To predict suitable offset maps for instance segmentation, we start from the
instance masks and re-compute the ground-truth distance maps, boundary maps
and direction maps. Specifically, for the instance pixels, we first estimate a dis-
tance map based on each instance map and then merge all the instance based
distance maps as the final distance map. We generate their direction maps and
boundary maps following the same manner as the manner for semantic seg-
mentation. We apply the predicted offset map on each predicted instance map
separately during the testing stage. According to the experimental results on
Cityscapes instance segmentation task, we can see that SegFix consistently im-
proves the performance of various methods on Cityscapes test. We also believe
the recent state-of-the-art methods might benefit from our SegFix.

F. Comparison with STEAL.

The previous study Semantically Thinned Edge Alignment Learning (STEAL) [1]
is the most similar work as it also predicts both boundary maps and direction
maps (simultaneously) to refine the boundary segmentation results. To justify
the main differences between STEAL and our SegFix, we summarize several key
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DeepLabv3 HRNet-W18 DeepLabv3+SegFix DeepLabv3+HRNet-W18

mIoU 79.5 79.4 80.3 (+0.8) 79.9 (+0.5)
F-score 56.6 57.0 60.3 (+3.7) 58.2 (+1.6)

Table 4: Comparison with model ensemble. “DeepLabv3+HRNet-W18”
reports the results based on model ensemble and “DeepLabv3+SegFix” reports
the results based on our SegFix. Our SegFix outperforms the model ensemble
on both mIoU and F-score metrics. We report the improvements compared to
the performance with DeepLabv3.

Fig. 1: Qualitative re-
sults of our bound-
ary branch prediction.
The 2 example images are
selected from Cityscapes
val. We can see that their
predicted boundaries are
of high quality.

points as following: (i) STEAL predicts K independent boundary maps (associ-
ated with K categories) while SegFix only predicts a single boundary map w/o
differentiating the different categories. (ii) STEAL first predicts the boundary
map and then applies a fixed convolution on the boundary map to estimate the
direction map while SegFix uses two parallel branches to predict them indepen-
dently. (iii) STEAL uses mean-squared-loss on the direction branch while SegFix
uses cross-entropy loss (on the discrete directions). Besides, we empirically com-
pare STEAL and our SegFix in the ablation study.

Due to the training code of STEAL [1] is not open-sourced, we simply apply
the released checkpoints5 to predict K semantic boundary maps and convert
them to binary boundary map. We empirically find that the boundary quality of
our SegFix (35.54%) is comparable with the carefully designed STEAL (35.86%)
measured by F-score along the ground-truth boundary with 1-px width, suggest-
ing that our method achieves nearly the state-of-the-art boundary detection per-
formance. To verify whether SegFix can benefit from the more accurate boundary
maps predicted by STEAL, we also train a SegFix model to only predict the di-
rection map while using the (fixed) pre-computed boundary maps with STEAL.
We find the result becomes slightly worse (80.5%→ 80.32%) based on the coarse
results with DeepLabv3.

G. Qualitative Results

We first illustrate the qualitative results of our bounary branch predictions in
Figure 1. Second, we illustrate the examples of the improvements over DeepLabv3

5 STEAL: https://github.com/nv-tlabs/STEAL
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and HRNet with our approach in Figure 2. We can see that our approach well
addresses the errors along thin boundary. There still exist some errors located in
the interior regions that our approach fail to address as we are mainly focused
on the thin boundary refinement.
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Image Ground-Truth DeepLabV3 DeepLabV3+SegFix HRNet HRNet+SegFix

Fig. 2: Qualitative comparison in terms of errors on Cityscapes val. Our approach well
addresses the existing boundary errors of various categories, e.g., car, bicycle, person,
pole and traffic sign, for both DeepLabv3 and HRNet.


