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Abstract. We present a novel resizing module for neural networks:
shape adaptor, a drop-in enhancement built on top of traditional resiz-
ing layers, such as pooling, bilinear sampling, and strided convolution.
Whilst traditional resizing layers have fixed and deterministic reshaping
factors, our module allows for a learnable reshaping factor. Our imple-
mentation enables shape adaptors to be trained end-to-end without any
additional supervision, through which network architectures can be opti-
mised for each individual task, in a fully automated way. We performed
experiments across seven image classification datasets, and results show
that by simply using a set of our shape adaptors instead of the original
resizing layers, performance increases consistently over human-designed
networks, across all datasets. Additionally, we show the effectiveness
of shape adaptors on two other applications: network compression and
transfer learning.

Keywords: automated machine learning, resizing layer, neural archi-
tecture search

1 Introduction

Deep neural networks have become popular for many machine learning appli-
cations, since they provide simple strategies for end-to-end learning of complex
representations. However, success can be highly sensitive to network architec-
tures, which places a great demand on manual engineering of architectures and
hyper-parameter tuning.

A typical human-designed convolutional neural architecture is composed of two
types of computational modules: i) a normal layer, such as a stride-1 convolution
or an identity mapping, which maintains the spatial dimension of incoming fea-
ture maps; ii) a resizing layer, such as max/average pooling, bilinear sampling,
or stride-2 convolution, which reshapes the incoming feature map into a differ-
ent spatial dimension. We hereby define the shape of a neural network as the
composition of the feature dimensions in all network layers, and the architecture
as the overall structure formed by stacking multiple normal and resizing layers.



2 S. Liu et al.

Input
Features

Shape Adaptor

Resized
Features

Adaptive
Resizing
Layer
with

weighted by

Adaptive
Resizing
Layer
with

∑

<latexit sha1_base64="smL50BTcaimJBcUirutOzhdWvXk=">AAAD2nicfVJLb9NAEN42PEp4pXDkYpEe2sqK4giBEIpUAQcuFUEibaXYitbrib3NPszsukmxcuGGuHLkCj+Af8O/YZ0mEk4l5uLx7Dev75s4F9zYbvfP1nbjxs1bt3fuNO/eu//gYWv30YnRBTIYMi00nsXUgOAKhpZbAWc5ApWxgNN4+qZ6P70ANFyrj/Yyh0jSVPEJZ9S60LjVChlHJiAp90JTyL3FuNXudrpL8647wcppk5UNxrvbv8NEs0KCskxQY0ZBL7dRSdFyV3jRDAsDOWVTmkKZIs0zzua+NxHwSfmepXEhKLrAzD1NeFrHU2lsJn3PfSW1mcPD3DIt8xpsJMBawJzmgL4nKaZc9bud51xFZQpagsXLekKs55D4XsWaUYWMASFxI4tUI3cNe/WxR5JOAbWWUcmoYiA2X2222sMXk6g85spxO0Bd38UUMaN5RXs9vkzXWph6ONZ66qqaTfAU3AD1CcrMKYsIkw1sISxHPatH14zXd4B5rrFSLTkvjHX0bCTx6edFsxm+BScxwrEb+b1rSa3GwzJ0hEs6XzjJ09CvvP8BuVoDnedKKpg5QSVVyeH6FkdBVIZVy9H6tPv7LKPYqX4PorLp/WOh0gmMTObE71/l+wnSmc+VAvTcCv3qHL1lgQOvbAeLV4vqyoPNm77unPQ6wbPOyw+99tHr1b3vkCfkKdknAXlBjsg7MiBDwsgF+UF+kl+NsPGl8bXx7Qq6vbXKeUxq1vj+F9MCSnk=</latexit>

Resizing Layer F1 with
Reshaping Factor r1 = 0.5
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Fig. 1: Left: Visualisation of a shape adaptor module build on top of two resizing
layers. Right: Different network shapes in the same network architecture ResNet-
50 can result a significantly different performance.

To move beyond the limitations of human-designed network architectures, there
has been a growing interest in developing Automated Machine Learning (Au-
toML) algorithms [9] for automatic architecture design, known as Neural Ar-
chitecture Search (NAS) [26,2,17,16]. However, whilst this has shown promising
results in discovering powerful network architectures, these methods still rely
heavily on human-designed network shapes, and focus primarily on learning con-
nectivities between layers. Typically, reshaping factors of 0.5 (down-sampling)
and 2 (up-sampling) are chosen, and the total number of reshaping layers is de-
fined manually, but we argue that network shape is an important inductive bias
which should be directly optimised.

For example, Figure 1 Right shows three networks with the exact same design of
network structure, but different shapes. For the two human-designed networks
[8], we see that a ResNet-50 model designed specifically for CIFAR-100 dataset
(Human Designed B) leads to a 15% performance increase over a ResNet-50
model designed for ImageNet dataset (Human Designed A). The performance
can be further improved with the network shape designed by the shape adap-
tors we will later introduce. Therefore, by learning network shapes rather than
manually designing them, a more optimal network architecture can be found.

To this end, we propose Shape Adaptor, a novel resizing module which can be
dropped into any standard neural network to learn task-specific network shape.
A shape adaptor module (see Figure 1 Left) takes in an input feature, and
reshapes it into two intermediate features. Each reshaping operation is done
using a standard resizing layer Fi(x, ri), i = 1, 2, where each resizing layer has
a different, pre-defined reshaping factor ri to reshape feature map x. Finally,
the two intermediate features are softly combined with a scalar weighting 1− α
and α respectively (for α ∈ (0, 1)), after reshaping them into the same spatial
dimension via a learned reshaping factor in the search space s(α) ∈ (r1, r2),
assuming r1 < r2. The module’s output represents a mixed combination over
these two intermediate features, and the scalar α can be learned solely based
on the task-specific training loss with stochastic gradient descent, without any
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additional supervision. Thus, by simply optimising these scaling weights for every
shape adaptor, the entire neural architecture is differential and we are able to
learn network shape in an automated, end-to-end manner.

2 Related Work & Background

Neural Architecture Search Neural architecture search (NAS) presents
an interesting research direction in AutoML, in automatically discovering an
optimal neural structure for a particular dataset, alleviating the hand design
of neural architectures which traditionally involves tedious trial-and-error. NAS
approaches can be highly computationally demanding, requiring hundreds of
thousands of GPU days of search time, due to intensive techniques such as
reinforcement learning [37] and evolutionary search [27]. Several approaches have
been proposed to speed up the search, based on parameter sharing [26], hyper-
networks [1], and gradient-based optimisation [17]. But despite their promising
performance, these approaches come with controversial debate questioning the
lack of reproducibility, and sensitivity to initialisations [15,33].

Architecture Pruning & Compression Network pruning is another direc-
tion towards achieving optimal network architectures. But instead of searching
from scratch as in NAS, network pruning is applied to existing human-designed
networks and removes redundant neurons and connectivities. Such methods can
be based on L0 regularisation [19], batch-norm scaling parameters [18], and
weight quantization [7]. As with our shape adaptors, network pruning does not
require the extensive search cost of NAS, and can be performed alongside regu-
lar training. Our shape adaptors can also be formulated as a pruning algorithm,
by optimising the network shape within a bounded search space. We provide a
detailed explanation of this in Section 5.1.

Design of Resizing Modules A resizing module is one of the essential
components in deep convolutional network design, and has seen continual mod-
ifications to improve performance and efficiency. The most widely used resizing
modules are max pooling, average pooling, bilinear sampling, and strided convo-
lutions, which are deterministic, efficient, and simple. But despite their benefits
in increasing computational efficiency and providing regularisation, there are
two issues with current designs: i) lack of spatial invariance, and ii) fixed scale.
Prior works focus on improving spatial robustness with a learnable combination
between max and average pooling [32,14], and with anti-aliased low-pass filters
[35]. Other works impose regularisation and adjustable inference by stochasti-
cally inserting pooling layers [34,13], and sampling different network shapes [36].
In contrast, shape adaptors solve both problems simultaneously, with a learnable
mixture of features in different scales, and with which reshaping factors can be
optimised automatically based on the training objective.
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3 Shape Adaptors

In this section, we introduce the details of the proposed Shape Adaptor module.
We discuss the definition of these modules, and the optimisation strategy used
to train them.

3.1 Formulation of Shape Adaptors

A visual illustration of a shape adaptor module is presented in Figure 1 Left. It is
a two-branch architecture composed of two different resizing layers Fi(x, ri)i=1,2,
assuming r1 < r2, taking the same feature map x as the input. A resizing layer
Fi can be any classical sampling layer, such as max pooling, average pooling,
bilinear sampling, or strided convolution, with a fixed reshaping factor ri. Each
resizing layer reshapes the input feature map by this factor, which represents
the ratio of spatial dimension between the output and input feature maps, and
outputs an intermediate feature. An adaptive resizing layer G with a learnable
reshaping factor is then used to reshape these intermediate features into the
same spatial dimension, and combine them with a weighted average to compute
the module’s output.

Each module has a learnable parameter α ∈ (0, 1), parameterised by a sig-
moid function, which is the only extra learnable parameter introduced by shape
adaptors. The role of α is to optimally combine two intermediate features after
reshaping them by an adaptive resizing layer G. To enable a non-differential
reshaping factor in G to be learned, we use a monotone function s, which mono-
tonically maps from α into the search space s(α) ∈ R = (r1, r2), representing
the scaling ratio of the module’s reshaping operation. With this formulation, a
learnble reshaping factor s(α) allows a shape adaptor to reshape at any scale
between r1 and r2, rather than being restricted to a discrete set of scales as with
typical manually-designed network architectures.

Using this formulation, a shape adaptor module can be expressed as a function:

ShapeAdaptor(x, α, r1,2) = (1−α)·G
(
F1(x, r1),

s(α)

r1

)
+α·G

(
F2(x, r2),

s(α)

r2

)
, (1)

with reshaping factor s(α), a monotonic mapping which satisfies:

lim
α→0

s(α) = r1, and lim
α→1

s(α) = r2. (2)

We choose our adaptive resizing layer G to be a bilinear interpolation function,
which allows feature maps to be resized into any shape. We design module’s
learnable reshaping factor s(α) = (r2 − r1)α + r1, a convex combination over
these pre-defined reshaping factors, assuming having no prior knowledge on the
network shape.

Each shape adaptor is arranged as a soft and learnable operator to search the
optimal reshaping factor s(α∗) = r∗ ∈ R over a combination of intermediate
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Dimension Match

Scale Match

Max-Pooling with
Reshaping Factor r

<latexit sha1_base64="RGDPBzuPDZJwU9AlLxbhyQf4GKc=">AAAEF3icfVPLbtNAFJ02PIp5tbBkMyJdtJWJ4giBEIpUAUJsIgKipVJsVePxjT1kHmY8JilWPoTfgA9gh9iy7BZ+hOs2kXAqcTe+vnPOnfs4E+dSFK7bPV1bb126fOXqxjXv+o2bt25vbt05LExpORxwI409ilkBUmg4cMJJOMotMBVLeB9Pntfn7z+BLYTR79xJDpFiqRZjwZnD0PHmIIwhFbrioB3YuRc6mGGaasBmD4bGYNp0TqfCZTQMvbdQZCzHEH3JuDOWbtttLwSdLOnHm+1up3tm9KITLJw2WdjweGv9a5gYXirkc8mKYhT0chdVzDrBJWA9ZQE54xOWQpValmeCz3w6lvBR+9SxuJTMYmCKR2ORNvFMFS5TPsWvYi5DPPbGjcobsJEEh7XnLAfrU8UsjqPf7TwSOqpSMAqcPWkSYjODxKf1yAtdqhgsJFiyTI3FQales+yRYhOwxqio4kxzkKunLlv04ctxVA2ExsUMrWn2UpQxZ3m9s2b8jI57Kprh2JgJZi1WwRPAApoVVBnKwloYr2BL6YQ102Z0OfFmDzDLja23lnwoC4fjWSGJyee554UvAFdsYYAlv8YrGSporwpx4IrN5rjyNPRr739AoZdA9DClhikuVDGd7IVcWJRMMgqiKqyvHC3fRX+HZ8x26t/dqPLoPxZqk8CoVjX0z/l+YtnUF1qDpdhCv5YjPUuwS6t2MH86r1UerGr6onPY6wQPO0/e9Nr7zxZ63yD3yH2yQwLymOyTV2RIDggn38gp+U3+tL60vrd+tH6eQ9fXFpy7pGGtX38BZQ5jiw==</latexit>

Interpolation with
Reshaping Factor s(α)�r

<latexit sha1_base64="/hXwZAJSR/qyO1v89gCM6m2x1ck=">AAAEI3icfVPNbtNAEN42/BTz18KRi0V6aCsrxBECIRSpAoTgUFEQ/UGxVa3XE3vJ/pjdNUmx8ji8AC/AA3BDXDhw5AqvwDhNJBwk5uLZ2W9mZ775nBSCW9ftfl9ZbZ07f+Hi2iXv8pWr166vb9w4tLo0DA6YFtocJ9SC4AoOHHcCjgsDVCYCjpLR4/r+6D0Yy7V67U4LiCXNFB9yRh2GTtbfRAlkXFUMlAMz9SIHEyxTPa+PhRYz2NQfc5f7UeS9ApvTgqvMf0qZ08bftFsRFUVOt++YTS8ClS5Knay3u53uzPx/nXDutMnc9k82Vj9FqWalxHwmqLWDsFe4uKLGcSYAeystFJSNaAZVZmiRczYJ/KGAdyrwHU1KQQ0Gxng15FkTT6V1uQx8/ErqcsTjnEzLogEbCHD13LQAE/iSGqSm3+3c4yquMtASnDltJiR6Amng1/RbVcoEDKTYssi0Qcpkr9n2QNIRGK1lXDGqGIjlW5fP5wjEMK72uEL2941uzmLLhNFitphGfJautbDNcKL1CKvaZfAIsIFmB1WOEjEGhkvYUjhu9LgZXTDenAEmhTb11tK3pXVIz1ISH32Yel70BHDFBvaw5Rf4JEUt7VQREi7pZIorz6Kg9v4H5GoBRA9LKhjjQiVV6U7EuEHJpIMwrqL6ycHiH+lvsZyaTn3cjivP/8sipVMY1PqG/ll+kBo6DrhSYHwcoV/L0Z8V2Pardjh9OK1VHi5r+l/nsNcJ73YevOy1dx/N9b5GbpHbZIuE5D7ZJc/IPjkgjHwmP8kv8rv1sfWl9bX17Qy6ujLPuUka1vrxB04KaJU=</latexit>

α×

<latexit sha1_base64="T/FP3+TJskuA0F5atLNqkDmq2Rk=">AAAD9XicfVLNbtNAEN42/BTzl8KRi0V6aIsVxRECIRSpAg5cKopE2kqxVa3XE3vJ/pjdNUmx8hA8ADfEFYkLV3gM3oZxmkg4lZiLxzPfNzsz3ySF4Nb1en82NltXrl67vnXDu3nr9p277e17x1aXhsGQaaHNaUItCK5g6LgTcFoYoDIRcJJMXtb5k49gLNfqnTsvIJY0U3zMGXUYOms/ihLIuKoYKAdm7u1EVBQ59SPHJdgdLwKVrpJn7U6v21uYf9kJl06HLO3obHvzR5RqVkrkM0GtHYX9wsUVNY4zAXMvKi0UlE1oBlVmaJFzNgv8sYAPKvAdTUpBDQammBrzrImn0rpcBj5+JXU54mHmmJZFAzYS4LD3ghZgAl9Sg8MOet0nXMVVBlqCM+dNQqJnkAZ+vVCrSpmAgRRbFpk2HB/sN9seSToBo7WMK0YVA7GedflyjkCM4+qQK1z7kdHNWWyZMFrUijTjC7rWwjbDidYTrGrXwRPABpodVDmKbgyM17ClcNzoaTO62nhzBpgV2tSqpe9L63A9ayQ++TT3vOgVoMQGDrHlN/gkddrsVxEuXNLZHCXPoqD2/gfkagVED0sqmKKgkqp0P2Lc4MmkozCuovrJ0erqB7ssp6Zb/+7Flef/Y5HSKYxsjuIPLvhBaug04EqB8XGEQX2O/qLAnl91wvnzeX3l4fpNX3aO+93wcffZ237n4MXy3rfIA/KQ7JKQPCUH5DU5IkPCyGfyk/wiv1vT1pfW19a3C+jmxpJznzSs9f0vdZZVpg==</latexit>

(1 − α)×

<latexit sha1_base64="AfQXw1/xJOeI11kSXI+d9Rhmok4=">AAAD+XicfVLLbtNAFJ02PIp5tbBkY5Eu2sqkcYRACEWqgAWbiiCRtlJsVePxjT1kHmZmTFKsfAYfwA6xhCVb+Aj+hus2kXAqcTe+vnPOfZ2bFIJb1+3+WVtvXbl67frGDe/mrdt37m5u3TuyujQMhkwLbU4SakFwBUPHnYCTwgCViYDjZPKyfj/+CMZyrd65swJiSTPFx5xRh6HTzf0ogYyrioFyYObe9k74KKKiyOmuHzkuwW57Eah0CTjdbHc73XPzLzvhwmmThQ1Ot9a/R6lmpUQ+E9TaUdgrXFxR4zgTMPei0kJB2YRmUGWGFjlns8AfC/igAt/RpBTUYGCKT2OeNfFUWpfLwMevpC5HPMwc07JowEYCHPZe0AJM4EtqcOB+t/OEq7jKQEtw5qxJSPQM0sCvl2pVKRMwkGLLItOGY8Fes+2RpBMwWsu4YlQxEKuvLl/MEYhxXB1yhasfGN2cxZYJo0WtSjN+Ttda2GY40XqCWe0qeALYQLODKkfhjYHxCrYUjhs9bUaXG2/OALNCm1q19H1pHa5nhcQnn+aeF70ClNjAIbb8BktSp81eFeHCJZ3NUfIsCmrvf0CulkD0MKWCKQoqqUr3IsYNnkw6CuMqqkuOlpff32E5NZ36dzeuPP8fi5ROYWRzFL9/wQ9SQ6cBVwqMjyP063P0zxPs+lU7nD+f11cert70Zeeo1wkfd5697bUPXizufYM8IA/JDgnJU3JAXpMBGRJGPpOf5Bf53apaX1pfW98uoOtrC8590rDWj7+RwlZ9</latexit>

Residual Cell

Input Features: x

∑

<latexit sha1_base64="smL50BTcaimJBcUirutOzhdWvXk=">AAAD2nicfVJLb9NAEN42PEp4pXDkYpEe2sqK4giBEIpUAQcuFUEibaXYitbrib3NPszsukmxcuGGuHLkCj+Af8O/YZ0mEk4l5uLx7Dev75s4F9zYbvfP1nbjxs1bt3fuNO/eu//gYWv30YnRBTIYMi00nsXUgOAKhpZbAWc5ApWxgNN4+qZ6P70ANFyrj/Yyh0jSVPEJZ9S60LjVChlHJiAp90JTyL3FuNXudrpL8647wcppk5UNxrvbv8NEs0KCskxQY0ZBL7dRSdFyV3jRDAsDOWVTmkKZIs0zzua+NxHwSfmepXEhKLrAzD1NeFrHU2lsJn3PfSW1mcPD3DIt8xpsJMBawJzmgL4nKaZc9bud51xFZQpagsXLekKs55D4XsWaUYWMASFxI4tUI3cNe/WxR5JOAbWWUcmoYiA2X2222sMXk6g85spxO0Bd38UUMaN5RXs9vkzXWph6ONZ66qqaTfAU3AD1CcrMKYsIkw1sISxHPatH14zXd4B5rrFSLTkvjHX0bCTx6edFsxm+BScxwrEb+b1rSa3GwzJ0hEs6XzjJ09CvvP8BuVoDnedKKpg5QSVVyeH6FkdBVIZVy9H6tPv7LKPYqX4PorLp/WOh0gmMTObE71/l+wnSmc+VAvTcCv3qHL1lgQOvbAeLV4vqyoPNm77unPQ6wbPOyw+99tHr1b3vkCfkKdknAXlBjsg7MiBDwsgF+UF+kl+NsPGl8bXx7Qq6vbXKeUxq1vj+F9MCSnk=</latexit>

Dimension Match

Scale Match

Interpolation with
Reshaping Factor s(α)�r

<latexit sha1_base64="/hXwZAJSR/qyO1v89gCM6m2x1ck=">AAAEI3icfVPNbtNAEN42/BTz18KRi0V6aCsrxBECIRSpAoTgUFEQ/UGxVa3XE3vJ/pjdNUmx8ji8AC/AA3BDXDhw5AqvwDhNJBwk5uLZ2W9mZ775nBSCW9ftfl9ZbZ07f+Hi2iXv8pWr166vb9w4tLo0DA6YFtocJ9SC4AoOHHcCjgsDVCYCjpLR4/r+6D0Yy7V67U4LiCXNFB9yRh2GTtbfRAlkXFUMlAMz9SIHEyxTPa+PhRYz2NQfc5f7UeS9ApvTgqvMf0qZ08bftFsRFUVOt++YTS8ClS5Knay3u53uzPx/nXDutMnc9k82Vj9FqWalxHwmqLWDsFe4uKLGcSYAeystFJSNaAZVZmiRczYJ/KGAdyrwHU1KQQ0Gxng15FkTT6V1uQx8/ErqcsTjnEzLogEbCHD13LQAE/iSGqSm3+3c4yquMtASnDltJiR6Amng1/RbVcoEDKTYssi0Qcpkr9n2QNIRGK1lXDGqGIjlW5fP5wjEMK72uEL2941uzmLLhNFitphGfJautbDNcKL1CKvaZfAIsIFmB1WOEjEGhkvYUjhu9LgZXTDenAEmhTb11tK3pXVIz1ISH32Yel70BHDFBvaw5Rf4JEUt7VQREi7pZIorz6Kg9v4H5GoBRA9LKhjjQiVV6U7EuEHJpIMwrqL6ycHiH+lvsZyaTn3cjivP/8sipVMY1PqG/ll+kBo6DrhSYHwcoV/L0Z8V2Pardjh9OK1VHi5r+l/nsNcJ73YevOy1dx/N9b5GbpHbZIuE5D7ZJc/IPjkgjHwmP8kv8rv1sfWl9bX17Qy6ujLPuUka1vrxB04KaJU=</latexit>

[1 × 1]Convolution with
Reshaping Factor r

<latexit sha1_base64="ZgpuSozosAa8qynqsCX1OPnbkA8=">AAAEJHicfVPLbtNAFJ02PIp5tIUlmxHJoq2sKI4QCKFIFUWITUVB9CFiqxqPb+wh8zAz4ybF8u/wAXwBH8AOsWDDki18AuM0kXAqcTe+vnPOnfs4E+ecGdvr/VhZbV25eu362g3v5q3bd9Y3Nu8eGVVoCodUcaVPYmKAMwmHllkOJ7kGImIOx/F4rz4/PgNtmJJv7XkOkSCpZCNGiXWh0413YQwpkyUFaUFXXmcYhJYJMDiIOqGFqctZ7il5pnhRMyo8YTbDYei9AZORnMkUvyDUKo07uuOFIJNFrtONdq/bmxm+7ARzp43mdnC6ufo5TBQthONTTowZBv3cRiXRllEOlRcWBnJCxySFMtUkzxid+njE4YP0sSVxwYl2gYk7GrG0iSfC2Ez42H0FsZnDu96oEnkDNuRgXe05yUH7WBDtZjPodR8xGZUpKAFWnzcJsZpC4uN6/kYWIgYNiSuZp0q7QYl+s+yhIGPQSomopERS4MunNpv34fNRVO4z6WZ+oFWzF1PElOSzdTTiM7pS3DTDsVJjl9Usg8fgCmhWUGZOI1rDaAlbcMu0mjSji4k3e4BprnS9teR9YawbzxKJjT9Wnhc+B7diDfuu5FfuSuIUtFOGbuCCTCu38jT0a+9/QCYXQOe5lBImbqGCyGQnpEw7ySTDICrD+srh4pEMtmhGdLf+3Y5KD/9joVQJDGtVw+CC7yeaTHwmJWjsWhjUcsSzBNu4bAfV06pWebCs6cvOUb8bPOw+ed1v7z6b630N3UcP0BYK0GO0i16iA3SIKPqCfqHf6E/rU+tr61vr+wV0dWXOuYca1vr5F/y9aII=</latexit>

2(1 − α)×

<latexit sha1_base64="SyUmR4XKqWaa/fIKFoeJRPrJxco=">AAAD+nicfVLLbtNAFJ02PIp5tIUlG4t00VYmiiMEQihSBSzYVASJPqTYqsbjG3vIPMzMmKSY/AYfwA6xQyzZwj/wN1yniYRTibvx9Z1z7uvcpBDcum73z9p668rVa9c3bng3b92+s7m1fffY6tIwOGJaaHOaUAuCKzhy3Ak4LQxQmQg4ScYv6veTD2As1+qtOy8gljRTfMQZdRg62+pGCWRcVQyUAzPzdnq74cOIiiKne37kuAS740Wg0iXibKvd7XTn5l92woXTJgsbnG2vf49SzUqJfCaotcOwV7i4osZxJmDmRaWFgrIxzaDKDC1yzqaBPxLwXgW+o0kpqMHABJ9GPGviqbQul4GPX0ldjniYOqZl0YANBTjsvaAFmMCX1ODE/W7nMVdxlYGW4Mx5k5DoKaSBX2/VqlImYCDFlkWmDceCvWbbQ0nHYLSWccWoYiBWX12+mCMQo7g65Ap3PzC6OYstE0aLWpZmfE7XWthmONF6jFntKngM2ECzgypH5Y2B0Qq2FI4bPWlGlxtvzgDTQptatfRdaR2uZ4XExx9nnhe9BJTYwCG2/BpLUqfNfhXhwiWdzlDyLApq739ArpZA9DClggkKKqlK9yPGDZ5MOgzjKqpLDpen399lOTWd+ncvrjz/H4uUTmFocxS/f8EPUkMnAVcKjI8j9Otz9OcJ9vyqHc6ezeorD1dv+rJz3OuEjzpP3/TaB88X975B7pMHZJeE5Ak5IK/IgBwRRj6Tn+QX+d361PrS+tr6dgFdX1tw7pGGtX78BW7hVrk=</latexit>

2α×

<latexit sha1_base64="3moELmNDwb5savbagQXuFhvnlWk=">AAAD9nicfVJLb9NAEN42PIp5pXDkYpEe2sqK4giBEIpUAQcuFUWiDym2ovV6Ym+zD7O7JilW/gQ/gBviijhxhX/Bv2GcJhJOJebi8cz3zc7MN0khuHW93p+Nzda16zdubt3ybt+5e+9+e/vBidWlYXDMtNDmLKEWBFdw7LgTcFYYoDIRcJpMXtX5049gLNfqvbsoIJY0U3zMGXUYGrWDKIGMq4qBcmDm3k4/oqLIqR85LsHueBGodJUdtTu9bm9h/lUnXDodsrSj0fbmjyjVrJTIZ4JaOwz7hYsrahxnAuZeVFooKJvQDKrM0CLnbBb4YwEfVOA7mpSCGgxMMTXmWRNPpXW5DHz8SupyxMPMMS2LBmwowGHvBS3ABL6kBqcd9LpPuYqrDLQEZy6ahETPIA38eqNWlTIBAym2LDJtOD7Yb7Y9lHQCRmsZV4wqBmI96/LlHIEYx9UhV7j3I6Obs9gyYbSoJWnGF3SthW2GE60nWNWugyeADTQ7qHJU3RgYr2FL4bjR02Z0tfHmDDArtKlVS89L63A9ayQ++TT3vOg1oMQGDrHlt/gkddrsVxEuXNLZHCXPoqD2/gfkagVED0sqmKKgkqp0P2Lc4MmkwzCuovrJ4ersB7ssp6Zb/+7Flef/Y5HSKQxtjuIPLvlBaug04EqB8XGEQX2O/qLAnl91wvmLeX3l4fpNX3VO+t3wSff5u37n4OXy3rfII/KY7JKQPCMH5A05IseEkc/kJ/lFfrdmrS+tr61vl9DNjSXnIWlY6/tfUeVV4g==</latexit>

Weight Layer with
Reshaping Factor 1

<latexit sha1_base64="dXYo+H2WFQOwhysOnCiftId18Yk=">AAAEGHicfVPLbtNAFJ02PIp5pbBkMyJdtJUVxRECIRSpAoRYUCiIPqTYqsbjG3vIPMx4TFKs/AifgfgAdogtO9jCh3DdJhJOJe7G13fOuXMfZ+JcisL1ej9XVlsXLl66vHbFu3rt+o2b7fVbB4UpLYd9bqSxRzErQAoN+044CUe5BaZiCYfx+El9fvgBbCGMfutOcogUS7UYCc4cho7bL8MYUqErDtqBnXmhgymmqQ5BpJmjL9gJRulEuIyGofcGiozlQqf0GePOWLoRbHgh6GTBP253et3eqdHzTjB3OmRue8frq5/DxPBSIZ9LVhTDoJ+7qGLWCS4BCyoLyBkfsxSq1LI8E3zq05GE99qnjsWlZBYDEzwaibSJZ6pwmfIpfhVzGeKxOW5U3oANJTisPWc5WJ8qZnEeg173vtBRlYJR4OxJkxCbKSQ+rWde6FLFYCHBkmVqLA5K9ZtlDxUbgzVGRRVnmoNcPnXZvA9fjqJqV2jczJ41zV6KMuYsr5fWjJ/SjZFFMxwbM8asxTJ4DFhAs4IqQ11YC6MlbCmdsGbSjC4m3uwBprmx9daSd2XhcDxLJDH+OPO88Cngii3sYsmv8EqGCtquQhy4YtMZrjwN/dr7H1DoBRA9TKlhggtVTCfbIRcWJZMMg6gK6yuHi4cx2OQZs936dyuqPPqPhdokMKxVDYMzvp9YNvGF1mAptjCo5UhPE2zRqhPMHs1qlQfLmj7vHPS7wb3uw9f9zs7jud7XyB1yl2ySgDwgO+Q52SP7hJMv5Bf5Tf60PrW+tr61vp9BV1fmnNukYa0ffwH7FWOu</latexit>

�hape�daptor(x , α, r) with s(α) = (1 − r)α + r, α ∈ (0, 1)

<latexit sha1_base64="W6ZZuqjvAHZneEIK00q5EL1f4vE=">AAAEQnicfVPNbtNAEHaaAiXQ0sKRy4rkkBQTxRECIRSp/By4VBRBf6Q4qtbrib1kf8zumqRYeSmegZfgwgNwQ1w5MG4SCacSc/HszDe738w3jjLBrev1vtc26pvXrt/Yutm4dXt7587u3t0Tq3PD4Jhpoc1ZRC0IruDYcSfgLDNAZSTgNJq8KvOnn8FYrtUHd5HBSNJE8TFn1GHofHcWRpBwVTBQDsy8ETqYOTst3qc0gxcxzZw283Zr5odUZCn1iWl1Qp9MuUtJy7YX0Q4ZkHbwyHQWR/LQ+IhZHkKuSLvnB51WIwQVr1463232ur1LI1edYOk0vaUdne9tfA1jzXKJ9UxQa4dBP3OjghrHmQCknlvIKJvQBIrE0CzlbOaTsYBPyieORrmgBgNTTI15UsVTaV0qfYJfSV2KeBwD0zKrwIYCHHLPcDTGJ5IanNyg133C1ahIQEtw5qJaEOkZxD4p1bEqlxEYiJGySLTBCcp+lfZQ0gkYreWoYFQxEOtZly778MV4VBxyhRoeGV3txeYRQ90wVY1flmstbDUcaT3BW+06eAJIoMqgSHGDjIHxGjYXjhs9rUZXE6/2ALNMm1K1+GNuHY5nrYhPvswbjfA1oMQGDpHyW3yS4hbuFyEOXNLZHCVPQr/0/gfkagVED69UMEVBJVXxfsi4wZWJh8GoCMsnh6tfaNBmKTXd8tgZFQ3yj4VKxzC05X8xWNT7saFTnysFhmALg3IdyeUFHVI0g/nzebnlwfpOX3VO+t3gcffZu37z4OVy37e8+94Dr+0F3lPvwHvjHXnHHvN+1DZr27Wd+rf6z/qv+u8FdKO2rLnnVaz+5y/3/221</latexit>

Interpolation with
Reshaping Factor s(α)

<latexit sha1_base64="0Xa55p8cx6ZvzfGh+19kG7KMxNg=">AAAEIXicfVNLb9NAEN42PIp5tIUjF4v00FZWFEcIhFCkChCCQ0VB9CHFVrVeT+wl+zC7a5Ji5dfwD7jzA7ghbogjV/gPjNNEwqnEXDw7+83szDefk0Jw67rdHyurrUuXr1xdu+Zdv3Hz1vrG5u0jq0vD4JBpoc1JQi0IruDQcSfgpDBAZSLgOBk9re+PP4CxXKu37qyAWNJM8SFn1GHodOM4SiDjqmKgHJipFzmYYJnqZX0stJjBpv6Yu9yPIu8N2JwWXGX+c8qcNv6W3Y6oKHK6s+VFoNJFodONdrfTnZl/0QnnTpvM7eB0c/VzlGpWSsxnglo7CHuFiytqHGcCsLPSQkHZiGZQZYYWOWeTwB8KeK8C39GkFNRgYIxXQ5418VRal8vAx6+kLkc8Tsm0LBqwgQBXT00LMIEvqUFi+t3OA67iKgMtwZmzZkKiJ5AGfk2+VaVMwECKLYtMGyRM9pptDyQdgdFaxhWjioFYvnX5fI5ADONqnyvk/sDo5iy2TBgtZmtpxGfpWgvbDCdaj7CqXQaPABtodlDlKBBjYLiELYXjRo+b0QXjzRlgUmhTby19V1qH9Cwl8dHHqedFzwBXbGAfW36FT1JU0m4VIeGSTqa48iwKau9/QK4WQPSwpIIxLlRSle5GjBuUTDoI4yqqnxws/pD+Nsup6dTHnbjy/H8sUjqFQa1u6J/nB6mh44ArBcbHEfq1HP1ZgR2/aofTx9Na5eGypi86R71OeL/z6HWvvfdkrvc1cpfcI9skJA/JHnlBDsghYeQL+UV+kz+tT62vrW+t7+fQ1ZV5zh3SsNbPv5wlZ+A=</latexit>

Interpolation with
Reshaping Factor s(α)
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Fig. 2: Visualisation of a down-sampling shape adaptor built on a single convo-
lutional cell and a residual cell with a reshaping factor in the range R = (r, 1).

reshaped features Fi(x, ri). Thus, it can also be easily coupled with a continuous
approximate of categorical distribution, such as Gumbel SoftMax [10,20], to
control the softness. This technique is commonly used in gradient-based NAS
methods [17], where a categorical distribution is learned over different operations.

The overall shape adaptor module ensures that its reshaping factor s(α) can be
updated through the updated scaling weights. Thus, we enable differentiability
of s(α) in a shape adaptor module as an approximation from the mapping of
the derivative of its learnable scaling weight: ∇s(α) ≈ s(∇α). This formulation
enables shape adaptors to be easily trained with standard back-propagation and
end-to-end optimisation.

In our implementation, we use one resizing layer to maintain the incoming fea-
ture dimension (an identity layer), and the other resizing layer to change the
dimension. If F2 is the layer which maintains the dimension with r2 = 1, then a
shape adaptor module acts as a learnable down-sampling layer when 0 < r1 < 1,
and a learnable up-sampling layer when r1 > 1.

In Figure 2, we illustrate our learnable down-sampling shape adaptor in two
commonly used computational modules: a single convolutional cell in VGG-like
neural networks [30], and a residual cell in ResNet-like neural networks [8]. To
seamlessly insert shape adaptors into human-designed networks, we build shape
adaptors on top of the same sampling functions used in the original network
design. For example, in a single convolutional cell, we apply max pooling as the
down-sampling layer, and the identity layer is simply an identity mapping. And
in a residual cell, we use the ‘shortcut’ [1 × 1] convolutional layer as the down-
sampling layer, and the weight layer stacked with multiple convolutional layers
as the identity layer. In the ResNet design, we double the scaling weights in the
residual cell, in order to match the same feature scale as in the original design.
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3.2 The Optimisation Recipe

Number of Shape Adaptors Theoretically, shape adaptors should be in-
serted into every network layer, to enable maximal search space and flexibility.
In practice, we found that beyond a certain number of shape adaptors, perfor-
mance actually began to degrade. We therefore designed a heuristic to choose an
appropriate number of shape adaptor modules N , based on the assumption that
each module contributes a roughly equal amount towards the network’s overall
resizing effect. Let us consider that each module resizes its input feature map
in the range (rmin, rmax). The overall number of modules required should be
sufficient to reshape the network’s input dimension of Din to a manually defined
output dimension Dlast, by applying a sequence of reshaping operations, where
each is ∼ rmin. As such, the optimal number of modules can be expressed as a
logarithmic function of the overall ratio between the network’s input and output,
based on the scale of the reshaping operation in each module:

N =
⌊
log1/rmin(Din/Dlast)

⌋
(3)

Initialisations in Shape Adaptors As with network weights, a good ini-
tialisation for shape adaptors, i.e. the initial values for α, is important. Again,
assuming we have every shape adaptor designed in the same search space R =
(rmin, rmax) with the reshaping factor s(α) = (rmax − rmin)α + rmin, we pro-
pose a formula to automatically compute the initialisations such that the output
feature dimension of the initialised shape would map to the user-defined dimen-
sion Dout. Assuming we want to initialise the raw scaling parameters ᾱ before
sigmoid function α = σ(ᾱ), we need to solve the following equation:

Din · s(σ(ᾱ))N = Dout. (4)

Suppose we use N as defined in Eq. 3, then Eq. 4 is only solvable when Dlast ≤
Dout. Otherwise, we then initialise the smallest possible shape when encountering
the case for Dlast > Dout. This eventually derives the following:

ᾱ =

ln

(
−

N
√
Dout/Din−rmin

N
√
Dout/Din−rmax

+ ε

)
if Dlast ≤ Dout

ln(ε) otherwise
, ε = 10−4. (5)

where ε is a small value to avoid encountering ±∞ values.

Shape Adaptors with Memory Constraint During experiments, we ob-
served that shape adaptors tend to converge to a larger shape than the human
designed network, which may then require very large memory. For practical appli-
cations, it is desirable to have a constrained search space for learning the optimal
network shape given a user-defined memory limit. For any layer designed with
down-sampling shape adaptors, the spatial dimension of which is guaranteed to
be smaller than the one from the previous layers. We thus again use the final
feature dimension to approximate the memory usage for the network shape.
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Suppose we wish to constrain the network shape with the final feature dimension
to be no greater than Dlimit. We then limit the scaling factors in shape adaptors
by use of a penalty value ρ, which is applied whenever the network’s final feature
dimension after the current update Dcout is greater than the defined limit, i.e.
when Dcout > Dlimit. When this occurs, the penalty term ρ is applied on every
shape adaptor module, and we compute ρ dynamically for every iteration so that
we make sure Dcout ≤ Dlimit in the entire training stage. The penalised scaling
parameter αρ is then defined as follows,

αρ = α · ρ+
rmin

rmax − rmin
(ρ− 1). (6)

Then the penalised module’s reshaping factor s(αρ) becomes,

s(αρ) = (rmax − rmin)αρ + rmin = s(α)ρ. (7)

Using Eq. 4, we can compute ρ as,

ρ =
N

√
Dlimit
Dcout

. (8)

Iterative Optimisation Strategy To optimise a neural network equipped
with shape adaptor modules, there are two sets of parameters to learn: the
weight parameters w = {wi}, and the shape parameters α = {αi}. Unlike
NAS algorithms which require optimisation of network weights and structure
parameters on separate datasets, shape adaptors are optimised on the same
dataset and require no re-training.

Since the parameter space for the network shape is significantly smaller than
the network weight, we update the shape parameters less frequently than the
weight parameters, at a rate of once every αs steps. The entire optimisation for
a network equipped with shape adaptors is illustrated in Algorithm 1.

4 Experiments

In this section, we present experimental results to evaluate shape adaptors on
image classification tasks.

4.1 Experimental Setup

Datasets We evaluated on seven different image classification datasets, with
varying sizes and complexities, to fully assess the robustness and generalisation
of shape adaptors. These seven datasets are divided into three categories: i) small
(resolution) datasets: CIFAR-10/100 [12], SVHN [5]; ii) fine-grained classification
datasets: FGVC-Aircraft (Aircraft) [21], CUBS-200-2011 (Birds) [31], Stanford
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Algorithm 1: Optimisation for Shape Adaptor Networks

1 Define: shape adaptors: αs, rmin, rmax, D
last, Dout, Dlimit

2 Define: network architecture fα,w defined with shape and network
parameters

3 Initialise: shape parameters: α = {αi} with Eq. 3, and Eq. 5
4 Initialise: weight parameters: w = {wi}
5 Initialise: learning rate: λ1, λ2

6 while not converged do
7 for each training iteration i do
8 (x(i), y(i)) ∈ (x, y) . fetch one batch of training data
9 if requires memory constraint then

10 Compute: ρ using Eq. 8
11 else
12 Define: ρ = 1
13 end
14 if in αs step then
15 Update: α← λ1∇αL(fαρ,w(x(i)), y(i)) . update shape parameters
16 end
17 Update: w ← λ2∇wL(fαρ,w(x(i)), y(i)) . update weight parameters

18 end

19 end

Cars (Cars) [11]; and iii) ImageNet [3]. Small datasets are in resolution [32×32],
and fine-grained classification and ImageNet datasets are in resolution [224×224].

Baselines We ran experiments with three widely-used networks: VGG-16
[30], ResNet-50 [8], and MobileNetv2 [29]. The baseline Human represents the
original human-designed networks, which require manually adjusting the number
of resizing layers according to the resolution of each dataset. For smaller [32×32]
datasets, human-designed VGG-16, ResNet-50 and MobileNetv2 networks were
equipped with 4, 3, 3 resizing layers respectively, and for [224 × 224] datasets,
all human designed networks have 5 resizing layers.

Implementation of Shape Adaptors For all experiments in this section,
since we assume no prior knowledge of the optimal network architecture, we
inserted shape adaptors uniformly into the network layers (except for the last
layer). We initialised shape adaptors with Dlast = 2, Dout = 8, which we found
to work well across all datasets and network choices. All shape adaptors use the
search space R = (0.5, 1) with the design in Fig. 2. (Other choices of the search
space are discussed in the supplementary material.) We applied the memory
constraint on shape adaptors so that the network shape can grow no larger than
the running GPU memory. We optimised shape adaptors every αs = 20 steps
for non-ImageNet datasets, and every αs = 1500 steps for ImageNet. The full
hyper-parameter choices are provided in the supplementary material.
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4.2 Results on Image Classification Datasets

First, we compared networks built with shape adaptors to the original human-
designed networks, to test whether shape adaptors can improve performances
solely by finding a better network shape, without using any additional param-
eter space. To ensure fairness, all network weights in the human-designed and
shape adaptor networks were optimised using the same hyper-parameters, op-
timiser, and scheduler. Table 1 shows the test accuracies of shape adaptor and
human-designed networks, with each accuracy averaged over three individual
runs. We see that in nearly all cases, shape adaptor designed networks outper-
formed human-designed networks by a significant margin, despite both methods
using exactly the same parameter space. We also see that performance of shape
adaptor designed networks are stable, with a relatively low variance across dif-
ferent runs. This is similar to the human-designed networks, showing stability
and robustness of our method without needing the domain knowledge that is
required for human-designed networks.

Dataset
VGG-16 ResNet-50 MobileNetv2

Human Shape Adaptor Human Shape Adaptor Human Shape Adaptor

CIFAR-10 94.11±0.17 95.35±0.06 95.50±0.09 95.48±0.17 93.71±0.25 93.86±0.23

CIFAR-100 75.39±0.11 79.16±0.23 78.53±0.11 80.29±0.10 73.80±0.17 75.74±0.31

SVHN 96.26±0.03 96.89±0.07 96.74±0.20 96.84±0.13 96.50±0.08 96.86±0.14

Aircraft 85.28±0.09 86.95±0.29 81.57±0.51 85.60±0.32 77.64±0.23 83.00±0.30

Birds 73.37±0.35 74.86±0.50 68.62±0.10 71.02±0.48 60.37±1.12 68.53±0.21

Cars 89.30±0.21 90.13±0.11 87.23±0.48 89.67±0.20 80.86±0.13 84.62±0.38

ImageNet 73.92±0.12 73.53±0.09 77.18±0.04 78.74±0.12 71.72±0.02 73.32±0.07

Table 1: Top-1 test accuracies on different datasets for networks equipped with
human-designed resizing layers and with shape adaptors. We present the results
with the range of three independent runs. Best results are in bold.

4.3 Ablative Analysis & Visualisations

In this section, we perform an ablative analysis on CIFAR-100 and Aircraft to
understand the behaviour of shape adaptors with respect to the number and
initialisation of shape adaptors. We observed that conclusions are consistent
across different networks, thus we performed experiments in two networks only:
VGG-16 and MobileNetv2. All results are averaged over two independent runs.

Number of Shape Adaptors We first evaluate the performance by varying
different number of shape adaptors used in the network, whilst fixing all other
hyper-parameters used in Section 4.2. In Table 2, we show that the performance
of shape adaptor networks is consistent across the number of shape adaptors
used. Notably, performance is always better than networks with human-designed
resizing layers, regardless of the number of shape adaptors used. This again shows
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the ability of shape adaptors to automatically learn optimal shapes without
requiring domain knowledge. The optimal number of shape adaptor modules
given by our heuristic in Eq. 3 is highlighted in teal, and we can therefore see
that this is a good approximation to the optimal number of modules.

CIFAR-100 Human
SA (with number of)

3 4 5 6 8

VGG-16 75.39 79.03 79.16 78.56 78.43 78.16
MobileNetv2 73.80 75.39 75.74 75.22 74.92 74.86

Aircraft Human
SA (with number of)

5 6 7 8 10

VGG-16 85.28 84.80 86.95 86.44 86.72 85.76
MobileNetv2 77.64 81.12 83.00 83.02 82.43 80.36

Table 2: Test accuracies of VGG-16 on CIFAR-100 and MobileNetv2 on Aircraft,
when different numbers of shape adaptors are used. Best results are in bold. The
number produced in Eq. 3 is highlighted in teal.

In Figure 3, we present visualisations of network shapes in human-designed and
shape adaptor designed networks. We can see that the network shapes designed
by our shape adaptors are visually similar when different numbers of shape
adaptor modules are used. In Aircraft dataset, we see a narrower shape with
MobileNetv2 due to inserting an excessive number of 10 shape adaptors, which
eventually converged to a local minima and lead to a degraded performance.

VGG-16 on CIFAR-100 MobileNetv2 on Aircraft

4 4 6 8 5 6 8 10
Human
Designed

Shape Adaptor Designed Human
Designed

Shape Adaptor Designed

Fig. 3: Visualisation of human-designed and shape adaptor designed network
shapes. The number on the second row represents the number of resizing layers
(or shape adaptors) applied in the network.

Initialisations in Shape Adaptors Here, we evaluate the robustness of shape
adaptors by varying initialisation of α. Initialisation with a “wide” shape (large
α) causes high memory consumption and a longer training time, whereas initial-
isation with a “narrow” shape (small α) results in weaker gradient signals and
a more likely convergence to a non-optimal local minima. In Table 3, we can
see that the performance is again consistently better than the human-designed
architecture, across all tested initialisations.

In Figure 4, we present the learning dynamics for each shape adaptor module
across the entire training stage. We can observe that shape adaptors are learning
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CIFAR-100 Human
SA (with s(α) initialised)

0.60 0.70 0.80 0.90

VGG-16 75.39 79.21 79.16 78.79 78.53
MobileNetv2 73.80 75.16 75.74 74.89 74.74

Aircraft Human
SA (with s(α) initialised)

0.52 0.58 0.62 0.68

VGG-16 85.28 83.90 86.95 86.36 86.54
MobileNetv2 77.64 79.64 83.00 82.51 81.56

Table 3: Test accuracies of VGG-16 on CIFAR-100 and MobileNetv2 on Aircraft
datasets in shape adaptors with different initialisations. Best results are in bold.
The initialisation produced in Eq. 5 is highlighted in teal.

in an almost identical pattern across different initialisations in the CIFAR-100
dataset, with nearly no variance. For the larger resolution Aircraft dataset, dif-
ferent initialised shape adaptors converged to a different local minimum. They
still follow a general trend, for which the reshaping factor of a shape adaptor
inserted in the deeper layers would converge into a smaller scale.

Initialising s(α) = 0.60 , 0.70 , 0.80 , 0.90 ∗ VGG-16 on CIFAR-100 ∗
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Initialising s(α) = 0.52 , 0.58 , 0.62 , 0.68 ∗ MobileNetv2 on Aircraft ∗
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Fig. 4: Visualisation of learning dynamics for every shape adaptor module across
the entire training stage.

4.4 A Detailed Study on Neural Shape Learning

In this section, we propose a study to analyse different shape learning strategies,
and the transferability of learned shapes. Likewise, all results are averaged over
two independent runs.

We evaluate different neural shape learning strategies by running shape adaptors
in three different versions. Standard: the standard implementation from previous
sections; Fix (Final): a network retrained with a fixed optimal shape obtained
from shape adaptors; and Fix (Large): a network retrained with a fixed largest
possible shape in the current running GPU memory. The Fix (Final) baseline is
designed to align with the training strategy from NAS algorithms [17,37,26]. The
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Fix (Large) baseline is to test whether naively increasing network computational
cost can give improved performance.

CIFAR-100 Human
Shape Adaptors

Standard
Fix

(Final)
Fix

(Large)

VGG-16
75.39 79.16 78.62 78.51
314M 5.21G 5.21G 9.46G

MobileNetv2
73.80 75.74 75.54 75.46
94.7M 923M 923M 1.35G

Aircraft Human
Shape Adaptors

Standard
Fix

(Final)
Fix

(Large)

VGG-16
85.28 86.95 86.27 84.49
15.4G 50.9G 50.9G 97.2G

MobileNetv2
77.64 83.00 82.26 81.18
326M 9.01G 9.01G 12.0G

Table 4: Test accuracies and MACs (the number of multiply-adds) on CIFAR-100
and Aircraft datasets trained with different shape learning strategies.

In Table 4, we can observe that our standard version achieves the best perfor-
mance among all shape learning strategies. In addition, we found that just having
a large network would not guarantee an improved performance (VGG-16 on Air-
craft). This validates that shape adaptors are truly learning the optimal shape,
rather than naively increasing computational cost. Finally, we can see that our
original shape learning strategy without re-training performs better than a NAS-
like two-stage training strategy, which we assume is mainly due to dynamically
updating of network shape helping to learn spatial-invariant features.

In order to further understand how network performance is correlated with dif-
ferent network shapes, we ran a large-scale experiment by training 200 VGG-16
networks with randomly generated shapes.

VGG-16 on CIFAR-100

Acc: 75.39 Acc: 79.16 Acc: 73.86 Acc: 79.12

[0.50, 0.50, 0.50,
0.50]

[0.98, 0.98, 0.88,
0.57]

[0.50, 0.60, 0.75,
0.96]

[0.86, 0.85, 0.84,
0.74]

Human Designed Shape Adaptors Worst Random
Search

Best Random
Search

300M 500M 1G 2G 5G 10G

74

75

76

77

78

79

80

MACs

Accuracy

Random Search (Best/Worst)

Random Search

Shape Adaptors

Human Designed

Fig. 5: Visualisation and test accuracies of VGG-16 on CIFAR-100 in 200 ran-
domly generated shapes. The second row represents the precise reshaping factor
in each resizing layer.

In Fig. 5, we visualise the randomly generated network shapes with the best
and the worst performance, and compare them to the network shapes in human
designed and shape adaptor networks.
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First, we can see that the best randomly searched shape obtains a very similar
performance as well as a similar structure of shape compared to the ones learned
from shape adaptors. Second, the reshaping factors in the worst searched shape
are arranged from small to large, which is the direct opposite trend to the reshap-
ing factors automatically learned by our shape adaptors. Third, human-designed
networks are typically under-sized, and just by increasing network memory cost
is not able to guarantee an improved performance. Finally, we can see a clear
correlation between memory cost and performance, where a higher memory cost
typically increases performance. However, this correlation ceases after 5G of
memory consumption, after which point we see no improved performance. Inter-
estingly, the memory cost of shape adaptors lies just on the edge of this point,
which again shows the shape adaptor’s ability to learn optimal design.

5 Other Applications

5.1 Automated Shape Compression

In previous sections, we have shown that shape adaptors are able to improve
performance by finding the optimal network shapes, but with a cost of a huge
memory requirement of the learned network. In AutoSC, we show that shape
adaptors can also achieve strong results, when automatically finding optimal
memory-bounded network shapes based on an initial human design. Instead of
the original implementation of shape adaptors where these are assumed to be the
only resizing layers in the network, with AutoSC we attach down-sampling shape
adaptors only on top of the non-resized layers of the human-designed architec-
ture, whilst keeping the original human-designed resizing layers unchanged. We
initialise shape adaptors so that the network shape is identical to the human-
designed architecture, and thus the down-sampling shape adaptors can only learn
to compress the network shape.

In Table 5, we present AutoSC built on MobileNetv2, an efficient network design
for mobile applications. We evaluate AutoSC on three datasets: CIFAR-100, Air-
craft and ImageNet. During training of MobileNetv2, we initialised a small width
multiplier on the network’s channel dimension to slightly increase the parameter
space (if applicable). By doing this, we ensure that this “wider” network after
compression would have a similar memory consumption as the human-designed
MobileNetv2, for a fair comparison. In all three datasets, we can observe that
shape adaptors are able to improve performance, despite having similar memory
consumption compared to human-designed networks.

5.2 Automated Transfer Learning

In this section, we present how shape adaptors can be used to perform transfer
learning in an architectural level. In AutoTL, we directly replace the original
human-designed resizing layers with shape adaptors, and initialise them with the
reshaping factors designed in the original human-defined architecture, to match
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200/300M MobileNetv2 Params MACs Acc.

Human 0.75× 2.6M 233M 69.8
AutoSC 0.85× 2.9M 262M 70.7

Human 1.0× 3.5M 330M 71.8
AutoSC 1.1× 4.0M 324M 72.3

(a) Results on ImageNet

Plain MobileNetv2 Params MACs Acc.

Human 1.0× 2.3M 94.7M 73.80
AutoSC 1.0× 2.3M 91.5M 74.81

Human 1.0× 2.3M 330M 77.64
AutoSC 1.0× 2.3M 326M 78.95

(b) Results on CIFAR-100 (up) and
Aircraft (down)

Table 5: Test accuracies for AutoSC and human-designed MobileNetv2 on
CIFAR-100, Aircraft, and ImageNet. × represents the applied width multiplier.

the spatial dimension of each pre-trained network layer. During fine-tuning, the
network is then fine-tuning with network weights along with network shapes,
thus improving upon the standard fine-tuning in a more flexible manner.

Birds
[31]

Cars
[11]

Flowers
[25]

WikiArt
[28]

Sketch
[4]

PackNet [23] 80.41 86.11 93.04 69.40 76.17
PiggyBack [22] 81.59 89.62 94.77 71.33 79.91
NetTailor [24] 82.52 90.56 95.79 72.98 80.48

fine-tune [6] 81.86 89.74 93.67 75.60 79.58
SpotTune [6] 84.03 92.40 96.34 75.77 80.20
AutoTL 84.29 93.66 96.22 77.47 80.74

Table 6: Test accuracies of transfer Learning
methods built on ResNet-50 on fine-grained
datasets. Best results are in bold.

The results for AutoTL and
other state-of-the-art transfer
learning methods are listed in
Table 6, for which we out-
perform 4 out of 5 datasets.
The most related methods
to our approach are stan-
dard fine-tuning and Spot-
Tune [6], which optimise the
entire network parameters
for each dataset. Other ap-
proaches like PackNet [23],
Piggyback [22], and NetTailor
[24] focus on efficient transfer learning by updating few task-specific weights. We
design AutoTL with standard fine-tuning, as the simplest setting to show the
effectiveness of shape adaptors. In practise, AutoTL can be further improved,
and integrated into other efficient transfer learning techniques.

6 Conclusions & Future Directions

In this paper, we presented shape adaptor, a learnable resizing module to enhance
existing neural networks with task-specific network shapes. With shape adap-
tors, the learned network shapes can further improve performances compared to
human-designed architectures, without requiring an increase in parameter space.
In future work, we will investigate improving shape adaptors in a multi-branch
design, where the formulation provided in this paper can be extended to inte-
grating more than two resizing layers in each shape adaptor module. In addition,
we will also study use of shape adaptors for more applications, such as neural
architecture search, and multi-task learning.
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