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Abstract. Existing image-text matching approaches typically leverage
triplet loss with online hard negatives to train the model. For each image
or text anchor in a training mini-batch, the model is trained to distin-
guish between a positive and the most confusing negative of the anchor
mined from the mini-batch (i.e. online hard negative). This strategy im-
proves the model’s capacity to discover fine-grained correspondences and
non-correspondences between image and text inputs. However, the above
approach has the following drawbacks: (1) the negative selection strategy
still provides limited chances for the model to learn from very hard-to-
distinguish cases. (2) The trained model has weak generalization capabil-
ity from the training set to the testing set. (3) The penalty lacks hierarchy
and adaptiveness for hard negatives with different “hardness” degrees.
In this paper, we propose solutions by sampling negatives offline from
the whole training set. It provides “harder” offline negatives than online
hard negatives for the model to distinguish. Based on the offline hard
negatives, a quintuplet loss is proposed to improve the model’s general-
ization capability to distinguish positives and negatives. In addition, a
novel loss function that combines the knowledge of positives, offline hard
negatives and online hard negatives is created. It leverages offline hard
negatives as the intermediary to adaptively penalize them based on their
distance relations to the anchor. We evaluate the proposed training ap-
proach on three state-of-the-art image-text models on the MS-COCO and
Flickr30K datasets. Significant performance improvements are observed
for all the models, proving the effectiveness and generality of our ap-
proach. Code is available at https://github.com/sunnychencool/AOQ.
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1 Introduction

Image-text matching is the core task in cross-modality retrieval to measure the
similarity score between an image and a text. By image-text matching, a system
can retrieve the top corresponding images of a sentence query, or retrieve the
top corresponding sentences of an image query.

To train an image-text matching model to predict accurate similarity score,
triplet loss is widely used [23,5,6,15,14]. Each given image or text of a training
mini-batch is referred to as an anchor. For each image/text anchor, a text/image
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that corresponds to the anchor is called a positive while one that does not corre-
spond to the anchor is called a negative. The anchor and its positives/negatives
belong to two modalities. A triplet loss is applied to encourage the model to pre-
dict higher similarity scores between the anchor and its positives (i.e. positive
pairs) than those between the anchor and its negatives (i.e. negative pairs).

To utilize negative pairs to train the model, early approaches [23,5,10] adopt
an all-in strategy. For each anchor, all its negatives in the mini-batch partici-
pate in the loss computing process. However, in most situations, the semantic
meanings of an anchor and its negatives are totally different. With this strategy,
the overall training difficulty is relatively low for the model to distinguish be-
tween positive and negative pairs. The model only needs to focus on each pair’s
global semantic meaning difference and may ignore the local matching details.
Faghri et al. [6] propose a triplet loss with online hard negatives (i.e. online
triplet loss) as a more effective training approach. Specifically, for each anchor
in a mini-batch, the model computes its similarity score to all the negatives in
the same mini-batch online, and selects the negative with the highest score to
the anchor as online hard negative of the anchor. The new triplet loss guides the
model to only distinguish between the positives and online hard negatives of the
anchor. Compared with the all-in strategy, the models trained by this approach
commonly achieve better performance in distinguishing between positives and
confusing negatives that have similar semantic meanings to the anchor. This
training approach is employed by all the state-of-the-art models [15,14,18,27].

Even with its effectiveness, we argue that the online triplet loss still have
three drawbacks in negative selection strategy, distinguishing strategy, and pe-
nalization strategy: (1) for the negative selection strategy, the “hardness” degree
of online hard negatives is still not sufficient. Given the MS-COCO dataset as
example, the training set contains 500K corresponding image-text pairs. When
we set the mini-batch size to 128 as in [15,14,18,27], for each online hard neg-
ative of an anchor mined from the mini-batch, we can prove that its similarity
score rank expectation to the anchor in the whole training set is about 4000 (i.e.
500K
128 ). The probability of its rank in the top-100 is only about 2.2%. In other

words, a very hard negative with a top-100 similarity score rank for the anchor
will rarely be sampled to train the model. This decreases the model’s capacity to
distinguish between the positives and those very confusing negatives. Increasing
the mini-batch size could be helpful. However, the mini-batch computational
complexity grows sharply. (2) For the distinguishing strategy, the triplet loss
only focuses on obtaining the correct rank orders between the positives and neg-
atives of the same anchor. However, it does not guide the model to rank among
positive pairs and negative pairs that contain no common samples. Actually,
this guidance is essential to improve the model’s generalization capability from
training to testing, especially when we apply the guidance on the very hard neg-
ative pairs. (3) For the penalization strategy, the triplet loss lacks a hierarchy.
Ideally, the loss function should guide the model to maintain remarkable score
gaps among the pairs of different classes. For example, the positive pairs should
obtain far higher similarity scores than very hard negative pairs, and the very
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Fig. 1. Overview of the proposed training approach. For each anchor, we sample its
positives, offline hard negatives and online hard negatives. The training approach gives
adaptive penalties to enlarge the similarity score differences among positive pairs, offline
hard negative pairs and online hard negative pairs (i.e. the blue, green and brown
arrows). On the other hand, extra penalties are added to enlarge the similarity score
difference between positive pairs and offline hard negative pairs with different anchors
that share similar semantic meanings (i.e. the cyan arrow).

hard negative pairs should also obtain far higher similarity scores than ordinary
hard negative pairs. When a pair’s predicted score is close or beyond the bound-
ary of its pair class, the loss function should give it a larger penalty to update the
model. However, the current online triplet loss only defines positive and online
hard negative pairs. More importantly, it gives an equal penalty to all the pairs
when the margin conditions are not satisfied.

To overcome the above drawbacks, we propose a new training approach that
can be generally applied on all existing models. Specifically, we utilize a two-
round training to additionally sample “harder” negatives offline. In the first
round, we train the model by the original online triplet loss. After that, for
each image and text anchor in the training set, the model predicts its similarity
score to all its negatives in the training set and ranks them. In the second
round, given each anchor in a mini-batch, we sample its offline hard negatives
directly from its top negative list with the highest similarity score in the whole
training set. In this process, multiple kinds of offline hard negative pairs are
constructed which share/do not share common elements with the positive pairs.
The model is trained by a combination of online triplet loss and offline quintuplet
loss to overcome the first two drawbacks successfully. Furthermore, we modify the
loss function and feed information of offline hard negative pairs into the online
triplet loss term. The complete training loss achieves hierarchical and adaptive
penalization for the positive pairs, offline hard negative pairs, and online hard
negative pairs with different “hardness” degrees. The framework of the proposed
training approach is shown in Figure 1.

Our main contributions are summarized as follows:

{ We propose a novel and general training approach for image-text match-
ing models. A new offline quintuplet loss is introduced that can effectively
cooperate with the original online triplet loss.
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{ We skillfully feed the similarity score of offline hard negative pair into online
loss term. It serves as a criterion to adaptively penalize different kinds of
pairs. We analyze how it works mathematically.

{ We evaluate our training approach on three state-of-the-art image-text match-
ing models. Quantitative and qualitative experiments conducted on two pub-
licly available datasets demonstrate its strong generality and effectiveness.

2 Related Work

Image-text matching has received much attention in recent years. Most of the
previous works focus on the improvement of feature extraction and model design.
Early image-text matching approaches [7,13,6,35] directly capture the visual-
textual alignment at the level of image and text. Typically, they extract the
global image feature by convolutional neural network (CNN), and extract the
global text feature by language model such as Skip-gram model [22] or recur-
rent neural network (RNN). The image-text similarity score is then computed
as the inner product [7,13,6] or cosine similarity [35] of the image and text fea-
tures. The success of attention models for joint visual-textual learning tasks,
such as visual question answering (VQA) [34,21,30,12] and image captioning
[29,20,31,24,3], leads to the transition to capture image-text correspondence at
the level of image regions and words [10,16,23,36]. Typically, these approaches
extract the image region feature and word feature from the last pooling layer
of CNN and temporal outputs of RNN. They focus on designing effective upper
networks that can automatically find, align and aggregate corresponding regions
and words to compute the final similarity score. Recently, Anderson et al. [1]
extract the image object features by the combination of Faster R-CNN [25] and
ResNet [8] for VQA. Based on [1], recent approaches [14,15,18,27,11] further
construct the connection between words and image objects. They either propose
new mechanisms for object feature extraction, such as feeding saliency informa-
tion [11] or extracting joint features among objects by constructing object graph
[15], or propose different cross-modality aggregation networks [14,27,18,2,9] to
improve the aggregation process from object and word features to the final score.

Even though the network design is widely studied, relatively fewer works fo-
cus on the training approach. Early image-text matching approaches [7,13,5,32]
commonly apply a standard triplet loss whose early form can be found in [28]
for word-image embedding. On the other hand, Zhang et al. [35] improve the
triplet loss and propose a norm-softmax loss to achieve cross-modal projection.
For both losses, all the negatives of an anchor in the same mini-batch are uti-
lized for loss computing. Significant improvement is observed as Faghri et al. [6]
propose the triplet loss with online hard negatives. Online triplet mining is first
introduced in [26] for face recognition. For image-text matching, it mines the
online hard negatives of the anchors from the mini-batch and makes the model
only pay attention to these confusing negatives. Almost all the current models
[15,14,18,27] apply this online triplet loss. To the best of our knowledge, our
work is the first that introduces offline hard negatives for image-text matching.
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Fig. 2. Training process illustration. Given a positive image-text pair ( I #1 ; T #1),
6 margin-based ranking losses are applied to enlarge its similarity score di�erences
from the online hard negative pairs ( I #2 ; T #1), ( I #1 ; T #2), the o�ine hard negative
pairs (I #3 ; T #1), ( I #1 ; T #3) (with the common anchor), and the derived o�ine hard
negative pairs (I #3 ; T #3), ( I #4 ; T #4) (without the common anchor). Adaptive pe-
nalization is imposed via the online losses to adaptively penalize positive and negative
pairs with di�erent strengths and directions. The involved samples of each loss are
marked by the corresponding squares.

They are mined o�ine from the whole training set. Motivated by [4] for person
re-identi�cation, we propose a quintuplet loss based on o�ine hard negatives to
e�ectively cooperate with an online triplet loss, leading to signi�cant improve-
ment. It should be noticed that Liu et al. [19] explicitly feed adaptive penalty
weight into triplet loss for image-text matching. However, they use it to solve
the hubness problem, while we implicitly feed hierarchical information into the
model to enlarge the similarity score di�erences among di�erent pair classes.

3 Methods

In this section, we formally present our training approach for image-text match-
ing. In Section 3.1, we introduce the margin-based standard and online triplet
losses that are used in previous works. In Section 3.2, we present o�ine quintu-
plet loss as an e�ective complement to online triplet loss to signi�cantly improve
the performance. In Section 3.3, we propose our �nal loss function with adaptive
penalization and mathematically show how it works. The overall training process
and the involved pairs are illustrated in Figure 2.

3.1 Triplet Loss for Image-text Matching

Given an input image-text pair, image-text matching models aim to predict the
pair's similarity score as a criterion for cross-modality retrieval. To achieve this,
positive pairs (i.e. corresponding image-text pairs) and negative pairs (i.e. non-
corresponding image-text pairs) are constructed. The model is trained to predict
higher similarity score for the positive pairs than the negative ones.

Because the metrics of cross-modality retrieval are based on the ranking
performance of multiple candidates on a single query, triplet loss is widely applied
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to train the model. It holds a common sample for each positive pair and negative
pair as an anchor. The other sample in the positive pair is called the anchor's
positive while the other sample in the negative pair is called the anchor'snegative.
In essence, triplet loss encourages the model to predict higher similarity scores
from the anchor to its positives. This is consistent with the retrieval process of
�nding the corresponding candidates of a query with the high similarity scores.

Early image-text matching works [7,13,5,32] typically apply a standard triplet
loss without hard negative mining. Given a training mini-batch that contains a
set of positive pairs, the standard triplet loss is de�ned as:

L std =
X

( i;t )2 P

(
X

t 2 T=t

[ � S(i; t ) + S(i; t)]+ +
X

i 2 I=i

[ � S(i; t ) + S(i; t )]+ ) (1)

Here  is the margin of the triplet loss, [x]+ � max(x; 0). I , T and P are the
image, text and positive pair sets of the mini-batch, respectively.i and t are the
anchors of the two terms, respectively. (i; t ) represents the positive pair, while
(i; t) and (i; t ) represent the negative pairs available in the mini-batch.

On the other hand, to overcome the drawback of standard triplet loss men-
tioned in Section 1, Faghri et al. [6] present triplet loss with online hard negatives
(i.e. online triplet loss). In particular, for a positive pair ( i; t ) in a mini-batch,
the hard negatives of the anchori and t are given by ton = argmaxc2 T=t S(i; c)
and i on = argmaxb2 I=i S(b; t), respectively. The online triplet loss is de�ned as:

L online =
X

( i;t )2 P

([ � S(i; t ) + S(i; ton )]+ + [  � S(i; t ) + S(i on ; t)]+ ) (2)

Compared with the standard triplet loss, online triplet loss forces the model to
only learn to distinguish between the positive and the most confusing negative
of an anchor in the mini-batch. This guides the model to not only consider the
overall semantic meaning di�erence of a pair, but also discover correspondences
and non-correspondences from the details hidden in local regions and words.

3.2 O�ine Quintuplet Loss

One problem of online triplet loss in Section 3.1 is that the \hardness" degree
of most online hard negatives is still not su�cient, especially when the training
involves a large-scale training set and a relatively small batch size. As mentioned
in Section 1, the rank of an anchor's online hard negative in the whole training
set is commonly not very high. Qualitatively, as shown in Figure 3, the online
hard negatives of an anchor typically contain a few related words, objects or
scenes to the anchor. However, there exist obvious non-correspondences between
the anchor and the negatives. Indeed, the model only needs to �nd these non-
correspondences and strengthen their inuence, which is su�cient for the score
di�erence between the positive pair and negative pair to exceed the margin
in Equation 2. However, during inference, when the model encounters \harder"
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Fig. 3. Two example anchors, their corresponding positives, their sampled online hard
negatives and o�ine hard negatives.

negatives like the o�ine hard negative examples of Figure 3, the model may not
be able to distinguish them from the positives. The non-corresponding parts of
these \harder" negatives to the anchor are subtle, and their inuence on the
predicted score can be o�set by the perfectly corresponding parts.

To overcome the problem, we additionally mine \harder" negatives in an of-
ine fashion. In particular, it involves a two-round training. In the �rst round,
the model is trained by the online triplet loss. After that, it performs global
similarity score prediction { for each image/text in the training set, the model
predicts its similarity score to all its non-corresponding texts/images in the train-
ing set, ranks them by their scores and stores the list of the top-h. In the second
round, for each anchor in a mini-batch, its o�ine hard negatives are uniformly
sampled from the top-h negatives of the anchor in the whole training set. The
model is trained from scratch again by the following loss function:

L =
X

( i;t )2 P

(([  1 � S(i; t ) + S(i; ton )]+ + [  2 � S(i; t ) + S(i; tof f )]+ )

+([  1 � S(i; t ) + S(i on ; t)]+ + [  2 � S(i; t ) + S(i of f ; t)]+ ))

(3)

Here tof f and i of f are the o�ine hard negatives of i and t,  1 and  2 are
the margins of the online and o�ine triplet losses. It should be noticed that for
models with relatively low inference speed, the above mentioned global similarity
score prediction step can be time-consuming. In Section 4, we demonstrate that
a model can safely utilize the prediction of another e�cient model to mine o�ine
hard negatives, which still sharply bene�ts the training process.

Because the o�ine hard negatives are very confusing, to make them bene�t
the training, we should set  2 to a lower margin than  1, e.g. 0. However, in this
situation, if the positive and o�ine hard negative pairs share a same anchor, the
model will merely learn how to �nd the subtle non-corresponding parts of the
o�ine hard negative pair, but still does not learn how to deal with the situation
when the negative pair's perfect matching parts o�set the score inuence of
non-corresponding parts. We attribute it to the fact that the positive and o�ine
hard negative get close similarity score for their corresponding parts to the same
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