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A Center Update Equation

Notations

• D: Dimension of the embedding (feature) space
• crj ∈ RD: center of activity class j

• c̃rj ∈ RD: l2-normalized center of activity class j

• Fr
i (j) ∈ RD: video-level feature representation for the activity class j of the

i-th training sample
• F̃r

i (j) ∈ RD: l2-normalized video-level feature representation
• nri,j = argmin

k 6=j
D
(
Fr

i (j), crk
)
: index for the nearest negative center

• D(·) represents the angular distance:

D
(
Fr

i (j), crj
)

= arccos

(
Fr

i (j) · crj
‖Fr

i (j)‖2‖crj‖2

)
= arccos

(
F̃r

i (j) · c̃rj
)

• fri : new video-level feature that attends more strongly to the background
features than Fr

i is
• f̃ri : l2-normalized new video-level feature
• yi ∈ RNc : ground-truth annotation for video-level label of the i-th sample

where Nc is the number of activity classes. yi(j) = 1 if the activity class j
is present in the sample and yi(j) = 0 otherwise

Previous works on center loss [3, 1, 2] suggest using an averaged gradient (typi-
cally denoted as ∆crj) to update the centers for better stability. In this section,
we show how we update the centers based on this convention. For simplicity, we
first look at the RGB stream.

As mentioned in the paper, L̃r
ATCLi,j

and L̃r
NTi,j

are the loss terms inside the
max operation of the i-th sample and of the j-th activity class as follows:

L̃r
ATCLi,j

= D
(
Fr

i (j), crj
)
−D

(
Fr

i (j), crnr
i,j

)
+m1 (1)

L̃r
NTi,j

= D
(
Fr

i (j), crj
)
−D

(
fri (j), crj

)
+m2 (2)
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Let gr
1i,j and gr

2i,j be the derivatives of Eq. 1 with respect to c̃rj and c̃rnr
i,j

,

respectively; and let hr
i,j be the derivative of Eq. 2 with respect to c̃rj :

gr
1i,j = − F̃r

i (j)

sin
(
D
(
Fr

i (j), crj
)) (3)

gr
2i,j =

F̃r
i (j)

sin
(
D
(
Fr

i (j), crnr
i,j

)) (4)

hr
i,j = − F̃r

i (j)

sin
(
D
(
Fr

i (j), crj
)) +

f̃ri (j)

sin
(
D
(
fri (j), crj

)) (5)

Then, we can represent the averaged gradient considering the three terms:

∆c̃rj = ∆gr
1i,j

+∆gr
2i,j

+∆hr
i,j

(6)

where each term of the right hand side is given by:

∆gr
1i,j

=
1

N

(∑
i:yi(j)=1 g

r
1i,jδ(L̃

r
ATCLi,j

> 0)

1 +
∑

i:yi(j)=1 δ(L̃
r
ATCLi,j

> 0)

)
(7)

∆gr
2i,j

=
1

N

(∑
i:yi(nr

i,j)=1 g
r
2i,jδ(L̃

r
ATCLi,j

> 0)

1 +
∑

i:yi(nr
i,j))=1 δ(L̃

r
ATCLi,j

> 0)

)
(8)

∆hr
i,j

=
1

N

(
γ
∑

i:yi(j)=1 h
r
i,j δ(L̃r

NTi,j
> 0)

1 +
∑

i:yi(j)=1 δ(L̃
r
NTi,j

> 0)

)
(9)

Here, δ(condition) = 1 if the condition is true and δ(condition) = 0 otherwise.
Using the chain rule, we can find the general form of the averaged gradient as
follows:

∆crj =
ID − c̃rj ⊗ c̃rj
‖crj‖2

∆c̃rj (10)

where ID is an identity matrix of dimension D and ⊗ denotes the outer product.
Finally, the centers are updated using ∆crj for every iteration of the training
process by a gradient descent algorithm. We can update the centers of other
streams in a similar manner.

B More Qualitative Results

We provide more qualitative results of A2CL-PT. Please refer to the videos that
are included in the subfolder.
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