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Supplementary material

The supplementary material is organized as follows. In Sec. 1 we present ad-
ditional qualitative results of our multi-view multi-object 6D pose e stimation
approach. We discuss in detail some examples to illustrate key bene�ts of our
method as well as point out the main limitations. We then provide more exam-
ples randomly selected from the results on the T-LESS and YCB-Video datasets.
In Sec. 2, we give more details of our single-view single-object 6D objectpose
estimator. In Sec. 3 we illustrate the object candidate matching strategy on a
simple 2D example. In Sec. 4, we give additional details about our parametriza-
tion and initialization of the object-level bundle adjustment problem, introduced
in Sec. 3.4 of the main paper. Finally, Sec. 5 presents the datasets used in the
main paper and recalls the metrics that are used for each dataset.

1 Additional multi-view multi-object results

Each scene reconstruction is presented with a dedicated �gure and we provide
close-ups on various parts of the visualization to illustrate the di�erent aspects
in detail. The explanation is provided in the caption of each �gure.

Layout of the �gures. In each �gure presented below, four (on T-LESS) or
�ve (on YCB-Video) RGB images were used to reconstruct each scene. In each
�gure, each row corresponds to results associated with one image and di�erent
columns present the results of di�erent stages of our method. The last column
shows the ground truth scene. The di�erent columns are describednext.

{ \Input image" is the (RGB) image used as input to the method.
{ \2D detections" shows the detections obtained by the object detector(Reti-

naNet on T-LESS, PoseCNN on YCB-Video), after removing detections that
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have scores below 0:3. The color of each 2D bounding box illustrates the ob-
ject label predicted for this detection, each color is associated with a unique
type of 3D object in the object database. Note that the colors for each type
of 3D object are shared for all visualizations corresponding to one scene
(one �gure) but not shared across the �gures because of the high number of
objects in the database.

{ \Object candidates" illustrates the 6D object poses predicted for each 2D
detection. The candidates considered as outliers (those who have notbeen
matched with a candidate from another view and are discarded) are marked
with red color and are transparent. The candidates considered inliersare
shown in green. Inliers are used in the �nal scene reconstruction.Note that
the red and green colors in this (3rd) column are only used to indicate inliers
and outliers and there is no correspondence with red and green colors inthe
4th column that denote the di�erent object types.

{ \Scene reconstruction" illustrates the scene reconstructed by our method
using all the views presented in the �gure. Once the scene is reconstructed,
we use the recovered 6D poses of physical objects and cameras to render
the scene imaged from each of the predicted viewpoints. The renderings are
overlaid over the input image.

{ \Ground truth" corresponds to the ground truth scene viewed from the
ground truth viewpoints. These images are shown to enable visual compari-
son with the results of our method. The ground truth information (numb er
of objects, types of objects, poses of cameras, poses of objects) is not used
by our method.

In the following, we illustrate the main capabilities of our system.

1.1 Highlights of the capabilities of our system

Large number of objects, robustness to occlusions, symmetric objec ts.
Our method is able to recover the state of complex scenes that containmultiple
objects, even if parts or the scene are partially or completely occluded in some
of the views. The poses of cameras and objects can be correctly recovered even
if all objects in the scene are symmetric. An example is presented in Fig. 1. Note
how some objects are missing in each individual view but our method is able to
recover correctly all objects.

Multiple object instances. Our method is able to successfully identify the
correct number of objects and their labels even if there are multiple objects of
the same type in the image, objects are partially occluded in some views and
multiple types of objects have very similar visual appearance. An example is
presented in Fig. 2

Cluttered scenes with distractors. Our method is also robust to distractor
objects that are not in the database of objects. We present in Fig. 3 a complex
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Input image 2D detections Object candidates Ground truthReconstruction

(a)

(b)

(d)(c)

(a) (b) (c) (d)

Fig. 1. Highlight I: Scene with many symmetric objects and oc clusions. Our
method is able to correctly identify and predict the poses of the 8 symmetric objects
present in the scene. Please note how object poses and labels/colors are similar in the
output of our method, shown in close-up (c), and the ground trut h, shown in close-up
(d). This is particularly challenging because of the high objec t density, varying level
of occlusions and the fact that all objects of the scene are symmetric, as shown in
close-ups (a) and (b).
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Input image 2D detections Object candidates Ground truthReconstruction

(a) (b) (c)

(a) (b) (c)

(d)

(d)

Fig. 2. Higlight II: Scene with multiple object instances of the same object
type. Note how our method is able to correctly identify all objects in th is challenging
scene. Object poses and labels/colors predicted by our method, shown in close-up
(b) are very similar to the ground truth, shown in close-up (c). Th is is particularly
challenging because the green and orange objects have similar visual appearance, are
close to each other in the scene, and objects are partially occluded in some of the views,
as shown in close-ups (a) and (d).
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example with many distractors where our method is able to successfully recover
all objects in the scene, which are in the object database while �ltering out
the other ones. This is especially important for robotic applications inunstruc-
tured environments where the objects of interests are known and should not be
confused with other background objects.

High accuracy. One of the key components of our approach is scene re�nement
(section 3.4 in the main paper), which signi�cantly improves the accuracy of
pose predictions using information from multiple views. In Fig 4, weshow an
example of a reconstruction that highlights the accuracy that can be reached by
our method using only 4 input images.

1.2 Detailed examples

We now explain in detail few simpler examples that demonstrate how our system
works and how it achieves the kind of results presented in the previous section.

Robustness to missing detections. In some situations, objects are partially
or completely occluded in some of the views. As a result, 2D detections for one
physical object are missing in some views. If this physical object is visible in
other views, our reconstruction method is able to estimate it's posewith respect
to the other objects. If all cameras can be positioned with respect to the rest of
the scene using other non-occluded objects, our approach can also position the
partially occluded object with respect to all cameras, even if there were initially
no candidates corresponding to the object in these views. An exampleis shown
in Fig. 5.

Robustness to incorrect detections. In T-LESS, many objects have similar
visual appearance. As a result, the 2D detector often makes mistakes, predicting
incorrect labels for some of the detections in some views. Our methodis able
to handle multiple 2D detections that have di�erent labels at the same location
in the image. In this case, a pose hypothesis is generated for each of the label
hypothesis. If the object candidate cannot be matched with another view - either
because the incorrect label is predicted in only one view or because the poses are
not consistent - our method is able to discard this object candidate. Anexample
is shown in Fig. 6. Please see the discussion \Duplicate objects" and Fig. 7 for
examples where an object is consistently mis-identi�ed across multiple views.

Duplicate objects. When multiple objects share the same visual appearance
as it is the case in the T-LESS dataset, there are often multiple label hypothe-
ses that are consistent across views for the same physical object. Because these
objects look similar to each other and match the observed image, the pose es-
timation network (which tries to match a rendering with the observed image,
regardless of the object type) predicts reasonable poses for each label that are
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Input image 2D detections Object candidates Ground truthReconstruction

(c)(b)(a)

(a) (b) (c)

Fig. 3. Highlight III: Scene with multiple distractors. Our method is also ro-
bust to distractor objects that are not in the database of objects . Our method correctly
localizes and estimates the pose of all databse objects in thescene (cf. our reconstruc-
tion (4th column) and the ground truth (5th column)) despite th e presence of several
distractor objects (objects not colored in the ground truth). A sin gle-view approach
(Object candidates, 3rd column) incorrectly detects three of the distractor objects and
places them in the scene because they look similar to some objects of the database,
as shown in the close-up (a). Our robust multi-view approach is able to �lter these
outliers: the objects estimated at the positions of the distrac tors are marked in red in
(a). Distractor objects have been �ltered in the �nal reconstructi on as shown in the
close-up (b) (cf. ground truth close-up (c)).
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Input images (a) (b)

Fig. 4. Highlight IV: Accuracy of our approach. Left: input images. Then (a) and
(b) shows the output scene imaged from two viewpoints di�erent fro m the views used
for the reconstruction. Please note in (a) how the yellow object i s accurately estimated
to only touch the green objects, and in (b) how the brown object is c orrectly plugged
inside the yellow object.

Fig. 5. Example I: robustness to missing detections. One of the objects (marked
by purple circle) in the scene is detected in two views (b) (d), b ut not in the other two
views due to partial (c) or complete (a) occlusion. Our method is able to (i) position
the views 1 and 3 with respect to the scene using the other visible candidate objects
and (ii) position the purple object with respect to these other o bjects using views 2
and 4, where the purple object is visible. Once the scene is reconstructed, it is also
possible to directly recover the pose of the purple object with respect to views, where
it was not originally detected, like in (e).
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Input image 2D detections Object candidates Ground truthReconstruction

(a)

(b)

(c)

(d)

(e)

(a) (b) (c) (d) (e)

Fig. 6. Example II: Robustness to incorrect detection label s. One of the objects
that is correctly identi�ed in two views (a) (c), has two label h ypotheses in view (b) and
is not detected in view (d). Our method keeps the two hypothes es in (b) and predicts
two 6D object candidates (e) but it is able to discard one of them because it's label
is not consistent with the other views: one of the two object ca ndidates is marked as
an outlier (red) in (e). In our �nal scene reconstruction, the gra y object is correctly
recognized (it has the same color (gray) in out output \Reconst ruction" and in the
\Ground truth").
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consistent across di�erent views. These candidates are matched across views and
multiple objects with di�erent labels are predicted in the �nal s cene at the same
spatial position. In our visualization, we remove these duplicate objects by us-
ing a simple 3D non-maximum suppression (NMS) strategy on the estimated
physical objects of the �nal scene. If multiple objects are too closeto each other
in the 3D scene, we keep the object with the highest score { the sum ofthe
2D detection scores of all inlier object candidates that are associated with one
physical 3D object. Duplicate objects and 3D non-maximum suppression are il-
lustrated in Fig. 7, including one correct and one incorrect example. The column
\Reconstruction" in all �gures corresponds to the output of our method after
the 3D NMS.

Robustness to distractors and false positives. The complex scenes in the
T-LESS dataset also have background distractor objects that are not in the
object database. Some of these distractors look similar to objects in thedatabase
and can be incorrectly detected, sometimes in multiple images. In these cases,
the pose estimator most often produces 6D pose estimates that are not consistent
across views because the input real images are outside of the training distribution
(they display objects that are not used to generate the training data).Because
these estimates are not consistent across views, our method is able to�lter them
and mark them as outliers (red), thus gaining robustness with respect to these
distractors. An example is shown in Fig. 8.

1.3 Limitations

We now describe the most challenging scenarios that our method is currently not
able to recover from. For each of these, we brie
y discuss possible improvements.

Limitation I: consistent mistakes If two incorrect 6D object candidates are
consistent across at least two views, an (incorrect) object will be present in the
reconstructed scene. Such failure case typically happens when two viewpoints
are similar to each other. An example is shown in Fig. 9. If two views are very
similar, the incorrect candidates will be matched together. Note that this failure
mode could be resolved by using a higher number of views, and by only consid-
ering physical objects that have a su�ciently high number of associated object
candidates.

Limitation II: Objects missing in the �nal reconstruction. Our current
approach requires that a candidate in one view is matched with at least one
candidate from another view. If a candidate detection and pose estimate is cor-
rect in one view but not in any other view, it will be missing from the �nal
reconstruction. An example is presented in Fig. 10. Note that in this case, all
camera poses are still estimated correctly. An interesting direction to overcome
this problem would be to grow the number of object candidates in each view by
reprojecting the detection from other views, as done in guided matching.
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Input image 2D detections Reconstruction
After 3D NMS

Object
candidates

Reconstruction
Before 3D NMS

Ground truth

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(a) (c) (e) (g)

(b) (d) (f) (h)

Fig. 7. Example III: Duplicate objects. 2D detections with two di�erent labels
(grey and pink) are predicted for the same object consistently across two views, (a)
and (c). Because the 3D models of the pink and grey objects are similar, the poses
predicted in both views are consistent and thus both pairs of obje ct candidates are
associated to separate objects. In the �nal scene reconstruction, two objects (grey and
pink) overlap at the same 3D location (e). We use a 3D non-maximum suppression
strategy to retain only a single hypothesis. In the �nal output (after NMS), the correct
object is retained (pink), c.f. the ground truth column. In some c ases, incorrectly
identi�ed objects are kept as shown in (b), (d), (f), (h).
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Input image 2D detectionsObject candidates Ground truthReconstruction

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(a) (b) (c)

(d) (e) (f)

(g)

Fig. 8. Example IV: Robustness to false positive detections . One of the dis-
tractor objects is incorrectly detected in three views, see close-up (a), (b) and (c),
with a consistent label (brown). For each of these detections, a 6D object candidate
is generated, see close-ups (d), (e) and (f), but the poses are inconsistent across views
because the pose estimation network has not been trained for this object. These can-
didates are �ltered by our robust candidate matching strategy an d considered outliers
(red), see (d), (e) and (f). Note how this distractor is not prese nt in the �nal scene
reconstruction, as shown in close-up (g).
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Fig. 9. Limitation I: Consistent mistakes. One of the distractors is incorrectly
detected as an orange object (from the object database), as shown in close-ups (a) and
(c). The two viewpoints are quite similar and as a result the two estimated object poses
are consistent, as shown in (c) and (d). The object is present in t he �nal reconstruction
(e) but it does not correspond to the ground truth object (f).
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Fig. 10. Limitation II: missing objects. An object is detected correctly in one
view as shown in the close-up (b), but the detection is missing in other views, shown in
close-up (a), or the detection is incorrect and inconsistent, as shown in close-up (c). The
object candidate (b) cannot be matched with another candidat e and thus is missing
from the �nal reconstruction, as shown in close-up (d) of the outp ut (cf. ground truth
close-up (e)).
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Limitation III: Incorrect estimates of camera pose. To position the cam-
era with respect to the scene, our method requires that there areat least three
object candidate inliers in the view: two for positioning the camera with respect
to the scene, and another one to validate the camera pose hypothesis. Some-
times, however, there is insu�cient number of inliers. This t ypically happens if
only two objects are visible, or if there is a small number of objects visible and
some of the detections are incorrect. An example is shown in Fig. 11.

1.4 Random examples

At the end of the PDF, we provide four examples (sets of 4 or 5 images and
associated output reconstructions) randomly selected for each sceneof the T-
LESS and YCB-Video datasets.

On YCB-Video, we adopt a slighlty di�erent visualization because the objects
are textured. For clarity and because objects are mostly visually distinct, we
remove object colors to distinguish between di�erent object types. To distinguish
inlier and outlier object candidates, we mark the color of the initial 2D detection
with green (inlier) or red (outlier). Again, note that the red and green colors
from this column are only used to indicate inliers and outliers and there are no
correspondences with other red and green colors depicting the labelsof objects.

2 Single-view single-object baseline

We now detail our single-view single-object pose estimation network introduced
in Sec. 4.1 of the main paper. Our method builds on DeepIM [1] but includes
several extensions and improvements.

Given a single imageI a and a 2D detection Da;� associated with an object
label la;� , our method outputs an hypothesis for the pose of the object with
respect to the camera. This pose is notedTCa ;O a� . In this section, we focus on
one view and one object and thus omit thea and � subscripts.

Similar to DeepIM [1], we use a deep neural network that takes as input
two images and iteratively re�nes the pose. The �rst image is the (real) input
image I cropped on a region of the image showing the object, denotedI c. At
iteration k, the second image is a (synthetic) rendering of the object with label
l rendered in a poseT k � 1

C;O that corresponds to the object pose estimated at
the previous iteration. The network outputs an updated re�ned pose T k

C;O . The
initial pose T0

C;O can be provided by any coarse 6D pose estimation method
(such as PoseCNN [2]) but we also show that we can simply use a canonical pose
of the object for T0

C;O as explained in the \Coarse estimation" pagraph below.
We now detail our method and present the main di�erences with [1].

Network architecture. The network takes as input the concatenation of the
synthetic and real cropped images. Both images are resized to the inputresolu-
tion: 320 � 240. The backbone is E�cientNet-B3 [3] followed by spatial average
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Fig. 11. Limitation III: incorrect estimates of camera pose . If one view has
only two visible objects, as shown in close-up (a), the corresponding camera view with
respect to the rest of the scene cannot be estimated as it requiresat least three correctly
estimated objects. As a result the objects are not reprojected in the image (c). This
also happens if three candidates are detected in one view, as shown in close-up (b),
but one of the object candidates is not consistent with the oth er views (here red object
instead of green object).
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pooling. The prediction layer is a simple fully connected layer which outputs 9
values corresponding to one vector [vx ; vy ; vz ] for the translation and two vec-
tors e1; e2 to predict the rotation component of TCO . A rotation matrix R is
recovered from e1; e2 using [3] by simply orthogonalizing the basis de�ned by
the two vectors e1; e2. Please see \Rotation parametrization" for the equations
to recover the rotation matrix R from e1; e2. Compared to DeepIM [1], the main
di�erence is that we use a more recent network architecture (DeepIM is based on
FlowNet [4]) and we do not include auxiliary predictions of 
ow and mask. This
makes the method simpler and easier to train. Our input resolutionof 320� 240
is also smaller than 640� 480 used by DeepIM, reducing memory consumption
and allowing to use larger batches while training.

Transformation parametrization. Similar to DeepIM, we use the object-
independent rotation and translation parametrization which consists in predict-
ing a rotation of the camera around the object, axy translation [vx ; vy ] in image
space (in pixels) for the center of the rendered object and a relative displacement
vz along the depth axis of the camera. Given the input poseT k

CO and the outputs
of the network ([vx ; vy ; vz ] and R = f (e1; e2)), the pose update is obtained from
the following equations:

xk+1 =
�

vx

f C
x

+
xk

zk

�
zk+1 (1)

yk+1 =
�

vy

f C
y

+
yk

zk

�
zk+1 (2)

zk+1 = vzzk (3)

Rk+1 = RRk ; (4)

where [xk ; yk ; zk ] is the 3D translation vector of T k
CO , Rk the rotation matrix of

T k
CO , f C

x and f C
y are the focal lengths that correspond to the (�ctive) camera

associated with the cropped input image I C . Finally, [ xk+1 ; yk+1 ; zk+1 ] and
Rk+1 are the parameters of the output pose estimateT k+1

CO . The di�erences
with DeepIM are twofold. First, we use a linear parametrization of the relative
depth (eq. (3)), instead of zk+1 = zk e� vz , which we found more stable to train.
Second, we use the intrinsicsf C

x , f C
y of the cropped camera associated with

the input (cropped) image. DeepIM uses the intrinsics parametersof the non-
cropped cameraf x , f y and �x them to 1 during training because the intrinsic
parameters of the input camera are �xed on their datasets. We use the cropped
focal lengths instead because (a) cropping and resizing the crop of theinput
image changes the apparent focal length and (b) the focal lengths of the input
images are not �xed on T-LESS. Using the cropped focal lengths forces the
network to only predict xy translations in pixels and the network can therefore
become invariant to the intrinsic parameters of the input (cropped) camera.
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Rotation parametrization. Given two vectors e1 and e2 (6 values) predicted
by the neural network, we recover a rotation parametrization R by following [3]:

e0
1 =

e1

jje1jj2
(5)

e0
3 =

e0
1 ^ e2

jje2jj2
(6)

e0
2 = e0

3 ^ e0
1; (7)

where ^ is the cross product between two 3D vectors. This representation has
been shown to be better than quaternions (used by DeepIM) to regress with a
neural network [3].

Cropping strategy. DeepIM uses (a) the input 2D detections and (b) the
bounding box de�ned by T k

CO and the vertices of the objectl to de�ne the size
and location of the crop in the real input image during training. Indeed, the
ground truth bounding box is known during training. At test time, on ly (b) is
used by DeepIM because ground truth bounding boxes are not available.In our
case, we only use (b) while training and testing. The intrinsic parameters of the
cropped camera are also used to directly render the cropped synthetic image at
a resolution of 320� 240 instead of rendering at a larger resolution followed by
cropping.

Symmetric disentangled loss. A standard loss for 6D pose estimation is
ADD-S[2] which allows to predict pose of symmetric objects. Our lossis in-
spired by ADD-S loss with two main di�erences. First, we enumerate all the
possible symmetries to �nd the best matching between the vertices of the pre-
dicted model and the ground truth model instead of �nding the nearest neigh-
bors. This is similar in spirit to the approach of [5] to handle object symmetries.
Second, we disentangle depthvz and translation predictions vx ; vy , following the
recommendations from [6].

More formally, we de�ne the update function F which takes as input the
initial estimate of the pose T k

CO , the outputs of the neural network [vx ; vy ; vz ]
and R, and outputs the updated pose, i.e. the function such that

T k+1
CO = F (T k

CO ; [vx ; vy ; vz ]; R); (8)

where the closed form ofF is expressed in equations (1)(2)(3)(4) of the supple-
mentary material. We also write [v̂x ; v̂y ; v̂z ] and R̂ the target predictions, i.e. the
predictions such that
T̂CO = F (T k

CO ; [v̂x ; v̂y ; v̂z ]; R̂), where T̂CO is the ground truth pose of the object.
Our loss function is then:

L (T k
CO ; [vx ; vy ; vz ]; R) = D l (F (T k

CO ; [vx ; vy ; v̂z ]; R̂); T̂CO ) (9)

+ D l (F (T k
CO ; [v̂x ; v̂y ; vz ]; R̂); T̂CO ) (10)

+ D l (F (T k
CO ; [v̂x ; v̂y ; v̂z ]; R); T̂CO ); (11)
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whereD l is the symmetric distance de�ned in the Sec. 3.2 of the main paper, with
the L 2 norm replaced by the L 1 norm. The di�erent terms of this loss separate
the in
uence of: xy translation (9), relative depth (10) and rotation (11). We
refer to [6] for additional explanations of the loss disentanglement.

Coarse estimation. To perform coarse estimation on T-LESS, we use the same
network architecture, parametrization and losses de�ned above. As input T0

CO
we provide a canonical input pose that corresponds to the object beingrendered
at a distance of 1 meter of the camera in the center of the input 2D bounding
box. The coarse and re�nement networks use the same architecture, but the
weights are distinct. Each network is trained independently.

Training data. Due to the complexity of annotating real data with 6D pose at
large scale, most recent methods [7, 1, 8] generate additionnal synthetictraining
data. In our experiments, we use the real training images provided byYCB-Video
and the images of the real objects displayed individually on black backgrounds
provided by T-LESS. In addition, we generate one million synthetic training
images on each dataset using a simple procedure described next.

We randomly sample 3 to 9 objects from the set of 3D models considered,
place them randomly in a 3D box of size 50 cm and sample randomly the ori-
entation of each object. Half of the images are generated with objects 
ying in
the air, the other half is generated by taking the images after running physics
simulation for a few seconds, generating physically feasible object con�gurations.
This is similar to the approach described in [9, 10], though none of our rendered
images are photorealistic. The camera is pointed at the center of the 3D box, its
position is sampled uniformly above the box center at the same range of distance
as the one of the real training data, and its roll angle is sampled between (-10,
10) degrees. On T-LESS, the distance to the object is �xed in the real recon-
structed training images and we use instead the range of distances of thetesting
set provided (which is explicitly allowed by the guidelines of the BOP challenge
[11]5). We do not use any information from the testing set beside this distance
interval.

On the T-LESS dataset, we generate data using the CAD models only. We
add random textures on the CAD models following work on domain randomiza-
tion [12{14]. We also paste images from the Pascal VOC dataset in the back-
ground with a probability 0.3, following [1]. On the T-LESS dataset, we add
data augmentation to the input RGB images while training, following [8]. Data
augmentation includes gaussian blur, contrast, brightness, color and sharpness
�lters from the Pillow library [15].

Examples of training images are shown in Fig. 12. Finally, when training the
re�nement network, we use the same distribution as DeepIM for the input poses.

5 See https://bop.felk.cvut.cz/challenges/ Sec 2.2.
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Fig. 12. Training images for our single-view single-object pose estimation
networks. Examples of training images used for training the networks on T-L ESS
and YCB-Video.
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Training procedure. All of the networks (re�nement network on YCB-Video,
coarse network on T-LESS, re�nement network on T-LESS) are trained using
the same procedure. We use the Adam optimizer [16] with a learning rateof
3:10� 4 and default momentum parameters. Networks are trained using Pytorch
and synchronous distributed training on 32 gpus, with 32 images per GPU for a
total batch size of 1024. The networks are randomly initialized and we use the
following training procedure. First, the network is trained for 80k iterations on
synthetic data only. Then, the network is trained for another 80k iterat ions on
both real and synthetic training images. In this second phase, the realtraining
images account for around 25% of each batch. Following [17], we also use a warm-
up phase where we progressively increase the learning rate from 0 to 3:10� 4

during the �rst 5k iterations.

Experimental �ndings. On YCB-Video, we found that pre-training the model
on synthetic data yields an improvement of approximately 2 points on the AUC
of ADD(-S) metric. Without this pre-training phase, our model perf ormed com-
parably to the results reported by DeepIM. Note that this is hard to di rectly
compare because the synthetic training images are di�erent from the ones used
by DeepIM.

On T-LESS, we found that the data augmentation is crucial as also pointed
out by [8]. Without data augmentation, the performance of the coarse and re-
�nement networks is poor, with a evsd < 0:3 score of around 35% compared to
64% when training with data augmentation.

3 Object candidate matching: additional illustration

In Fig. 13, we illustrate our method for \Sampling of relative camera poses
sampling" described in Sec 3.3 of the main paper with a simple 2D example.

4 Scene re�nement

Initialization. There are multiple ways to initialize the optimization problem
de�ned in equation (6) of the main paper. We use the following procedure.
We start by picking a random camera and setting it's coordinate frame asthe
world coordinate frame. Then, we iterate over all cameras, trying to initialize
each one. In order to initiliaze a cameraa, we randomly sample another camera
b which is already initialized (placed in the world coordinate frame) and use
the relative pose between these two camerasTCa Cb estimated while running
RANSAC (relative camera pose sampling in Sec. 3.2) to place cameraa in the
world coordinate frame. Once all the cameras have been initialized, we initalize
objects by randomly picking an object p an initializing it using a candidate
associated with this physical object from a random view.
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Fig. 13. Relative camera pose estimation. Given two pairs of object candidates
(Oa;� ; Ob;� ) and (Oa;
 ; Ob;� ), we estimate the relative camera pose TC a C b that best
aligns candidates Oa;
 , Ob;� . In this example, the red camera poseC0

b is also valid due
to the symmetries of the triangular object l � . It is discarded because the error between
O0

b;� and Oa;
 is bigger than between Ob;� and Oa;
 .

Rotation parametrization. We use the same rotation parametrization as the
one used for our single-view single-object network for which the equations are
provided in Sec. 2 of this supplementary material.

5 Datasets and metrics

5.1 Datasets

In this section, we give details of the datasets used in our experiments.

YCB-Video. The YCB-Video [2] dataset is made of 92 scenes with around
1000 images per scene. The dataset is split into 80 scenes for training and12
scenes for testing. It is mostly challenging due to the variations in lightning
conditions, signi�cant image noise and occlusions. The objects are picked from
a subset of 21 objects from the YCB object set [18] for which reconstructed 3D
models are available. The models are presented in Fig. 15. These models are
used to generate additional synthetic training images.

There is at most one object of each instance per scene and most of the objects
are visually distinct with the exception of the large and extra-large clamps.
When testing, we follow previous works [1, 2, 19] and evaluate on a subset of
2949 keyframes. The variety of the viewpoints for each scene is limitedas the
camera is usually moved in front of the scene, but not completely around it.

T-LESS. The T-LESS [20] dataset is made of 20 scenes featuring multiple
industry-relevant objects. There are 30 object instances, all of them are texture-
less and most of them are symmetric. The reconstructed 3D models of these
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Fig. 14. Objects of the YCB-Video dataset. The 21 reconstructed object models
of the YCB-Video dataset. Taken from [2].
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objects are presented in Fig. 15. Many objects have similar visual appearance,
making the class prediction task challenging for the object detector.The images
in the dataset are taken all around the scene. Scene complexity varies from 3
objects of di�erent types to up 18 objects with 7 belonging to the sametype.
In single-view experiments we consider all images of the testing scenes to pro-
vide meaningful comparison with [8, 21]. For multiview experiments weconsider
the subset of the BOP19 challenge [11]. We use the CAD models for generating
synthetic images and for evaluation.

Fig. 15. Objects of the T-LESS dataset. The 30 reconstructed object models of
the T-LESS dataset. Notice how multiple objects share visual a ppearances such as (1)
(2); (5) (6); (14) (15) (16); (25) (26). Taken from [20].

5.2 Metrics

In this section, we give some details about the metrics reported in the main
paper. We refer to [11, 22] for more information about these metrics.

The ADD (average distance) metric is introduced in [22] and is typically used
to measure the accuracy of pose estimation for non-symmetric objects. Given a
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label l of an object and following the notation introduced in Sec. 3.1 of the main
paper, this metric is computed as :

ADD( l; T; T̂ ) =
1

H l

X

h

jj T̂ X h
l � T X h

l jj2; (12)

where T is the predicted object pose,T̂ is the ground truth pose, X h
l are the

vertices of the 3D models andH l is the number of vertices of the model of the
object l .

For symmetric objects, the average distance is computed using the closest
point distance and noted ADD-S:

ADD-S( l; T; T̂ ) =
1

H l

X

h

min
g

jj T̂ X h
l � T X g

l jj2: (13)

The notation ADD(-S) corresponds to computing ADD for non symmetric
objects and ADD-S for symmetric objects. It is also common to report theper-
centage of objects for which the pose is estimated within a given threshold such
as 10% of it's diameter. We use the notations ADD-S< 0.1d and ADD(-S) <
0.1d for this metric.

The authors of PoseCNN [2] also proposed to report the area under the
accurracy-threshold curve for a threshold (on ADD-S, or ADD(-S)) varying be-
tween 0 to 10cm. We note this metric as AUC of ADD(-S) or AUC of ADD-S and
we use the implementation provided with the evaluation code6 of YCB-Video.

When evaluating on the T-LESS dataset, we also report the Visual Surface
Discrepancy metric (vsd). This metric is invariant to object symmetries and
takes into account the visibility of the object. As in [8, 21], the pose isconsid-
ered correct when the error is less than 0.3 with� = 20mm and � = 15mm. We
note this metric evsd < 0:3 and use the o�cial implementation code of the BOP
challenge [11]7. There are multiple instances of objects in multiple scenes of the
T-LESS dataset. When comparing with prior work [8, 21] on all images of the
primesense camera, we only evaluate the prediction which has the highest detec-
tion score for each class, and only objects visible more than 10% are considered
as ground truth targets. This corresponds to the SiSo task.

When evaluating our multi-view method, we follow the more recent 6Dlocal-
ization protocol of the ViVo BOP challenge which considers the top-k predictions
with highest score for each class in each image, wherek is the number of ground
truth objects of the class in the scene. Note that the metrics of the BOP chal-
lenge do not penalize making many incorrect predictions for classes that are not
in the scene, which happens in most methods and is problematic for practical
application. We thus propose to analyze precision-recall tradeo� similar to the
standard practice in object detection, using ADD-S< 0.1d to count true positives.

When computing the mean of ADD-S errors in our scene re�nement ablation,
we only consider as true positives predictions the ones which have anADD-S

6 https://github.com/yuxng/YCB Video toolbox
7 https://github.com/thodan/bop toolkit
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error lower than half of the diameter of the object, to ensure that the prediction
is matched to the correct ground truth object. Without limiting the error to
this threshold and using only class labels and scores, some predictions may be
matched to ground truth objects which are at a very di�erent location i n the
scene. This tends to increase the errors while not being representative only of
the 6D pose accuracy of the predictions.
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Fig. 17.



CosyPose: Consistent multi-view multi-object 6D pose estim ation 29
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Fig. 27.
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Fig. 28.
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Fig. 30.

Fig. 31.
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Fig. 32.

Fig. 33.
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Fig. 36.



CosyPose: Consistent multi-view multi-object 6D pose estim ation 39

Fig. 37.
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Fig. 38.
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Fig. 40.

Fig. 41.
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Fig. 42.
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Fig. 46.
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Fig. 48.

Fig. 49.
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Fig. 50.

Fig. 51.
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Fig. 52.

Fig. 53.
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Fig. 54.

Fig. 55.



CosyPose: Consistent multi-view multi-object 6D pose estim ation 49

Fig. 56.
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Fig. 57.
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Fig. 58.

Fig. 59.
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Fig. 60.

Fig. 61.
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Fig. 62.

Fig. 63.
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Fig. 64.

Fig. 65.
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Fig. 66.

Fig. 67.
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Fig. 68.

Fig. 69.
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Fig. 70.

Fig. 71.
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Fig. 72.

Fig. 73.
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Fig. 74.
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Fig. 76.
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Fig. 77.
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Fig. 78.

Fig. 79.
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Fig. 80.

Fig. 81.
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Fig. 82.

Fig. 83.
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Fig. 84.

Fig. 85.
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Fig. 86.

Fig. 87.
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Fig. 88.

Fig. 89.
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Fig. 90.
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Fig. 92.

Fig. 93.
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Fig. 94.
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Fig. 95.
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Fig. 96.
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Fig. 97.
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Fig. 98.
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Fig. 99.
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Fig. 100.
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Fig. 101.
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Fig. 102.
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Fig. 103.
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Fig. 104.
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Fig. 105.
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Fig. 106.
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Fig. 107.
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Fig. 108.
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Fig. 109.
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Fig. 110.
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Fig. 111.
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Fig. 112.
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Fig. 113.
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Fig. 114.
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Fig. 115.
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Fig. 116.
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Fig. 117.
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Fig. 118.
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Fig. 119.
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Fig. 120.
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Fig. 121.
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Fig. 122.
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Fig. 123.



100 Y. Labb�e et al.

Fig. 124.
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Fig. 125.
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Fig. 126.
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Fig. 127.
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Fig. 128.
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Fig. 129.
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Fig. 130.
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Fig. 131.
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Fig. 132.
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Fig. 133.
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Fig. 134.
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Fig. 135.
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Fig. 136.
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Fig. 137.
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Fig. 138.


