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Abstract. A movie’s key moments stand out of the screenplay to grab
an audience’s attention and make movie browsing efficient. But a lack
of annotations makes the existing approaches not applicable to movie
key moment detection. To get rid of human annotations, we leverage
the officially-released trailers as the weak supervision to learn a model
that can detect the key moments from full-length movies. We introduce a
novel ranking network that utilizes the Co-Attention between movies and
trailers as guidance to generate the training pairs, where the moments
highly corrected with trailers are expected to be scored higher than the
uncorrelated moments. Additionally, we propose a Contrastive Attention
module to enhance the feature representations such that the compara-
tive contrast between features of the key and non-key moments are max-
imized. We construct the first movie-trailer dataset, and the proposed
Co-Attention assisted ranking network shows superior performance even
over the supervised1 approach. The effectiveness of our Contrastive At-
tention module is also demonstrated by the performance improvement
over the state-of-the-art on the public benchmarks.
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1 Introduction

“Just give me five great moments and I can sell that movie.” – Irving Thalberg
(Hollywood’s first great movie producer).

Movie is made of moments [34], while not all of the moments are equally
important. In the spirit of the quote above, some key moments are known as
coming attraction or preview, which can not only grab an audience’s attention
but also convey the movie’s theme.

The importance of detecting the key moments is two-fold. First, key moments
migrate the content overwhelming. There are millions of movies produced in
human history [11]. A full-length movie typically lasts two or three hours, making
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