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1 Negative Results

To encourage the model to learn sentence level semantics, we tried a pretrain-
ing strategy which we refer to as the inconsistency loss. During pretraining, we
randomly select answers at 3 different rounds and replace them randomly with
one of the 100 answer options at those rounds. Similar to the masked language
modeling loss, at each token, we predict the probability of the token being “incon-
sistent” in the dialog history and we assume that all the tokens in the randomly
selected answer option are “inconsistent”. We also only consider dialog sequences
which have at least 6 rounds for creating samples. This is to make sure that
the model has enough context to make accurate predictions. We hoped that this
loss would encourage the model to capture sentence level semantics as the model
would need to figure out which sentences fit in together in a dialog sequence.
A pitfall in this setting is that some of the 100 answer options at each round are
often similar to the GT answer or are generic responses (e.g . “yes”, “no”, “maybe”,
etc.). Thus, there is a chance that swapping the GT answer with a randomly
selected answer option might lead to a consistent dialog sequence. We instead try
to create a new sample by randomly selecting a round and reordering/jumbling
the answers at that round and the answers at the preceding and the following
rounds. We hope that jumbling the order of answers would lead to an inconsistent
dialog sequence. We call this variant “inconsistency loss (jumbled)”.
We cannot use the batch of data used to calculate the NSP and MLM loss to
calculate the inconsistency loss. We first try to use half the batch to calculate
the inconsistency loss and the other half to calculate the NSP and MLM losses.
We then try to calculate the inconsistency loss and the NSP and MLM losses in
alternating batches. We present results for models trained with multiple variants
of the inconsistency loss in the language-only setting in Table 1.
We do not see any significant improvement by training with the inconsistency
loss. We note that creating samples by reordering answers in different rounds
does not improve performance. We also note that optimizing for the inconsistency
loss and the NSP and MLM losses in alternating batches leads to improvements.
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Table 1: Performance of language-only models on VisDial v1.0 val, trained with different
sets of pretraining losses including the inconsistency loss.

Variant NDCG Ò MRR Ò R@1 Ò R@5 Ò R@10 Ò MR Ó

NSP + MLM 57.22 64.10 50.05 81.09 90.00 4.16
NSP + MLM + Inconsistency 56.22 64.13 49.88 81.35 90.11 4.01
NSP + Inconsistency 55.66 63.00 48.63 80.61 89.36 4.20
NSP + Inconsistency (jumbled) 55.83 63.08 48.71 80.47 89.49 4.19
NSP + MLM + Inconsistency (alternating batches) 57.17 64.21 50.04 81.48 90.02 4.03

2 Additional results: Dense annotation finetuning

We vary the coefficients for CE and NSP losses during dense annotation finetun-
ing (α for CE loss and 1 ´ α for NSP loss) and report results in Table 2. α acts
as a lever balancing metrics based on dense annotations (NDCG) and metrics
based on sparse annotations (MRR, R@1, R@5, R@10).

Table 2: Performance on VisDial v1.0 val for variants finetuned on dense annotations
with a coefficient of α for the CE loss and 1 ´ α for the NSP loss. α balances NDCG
and MRR performance with higher α leading to higher NDCG and lower MRR.

α NDCG Ò MRR Ò R@1 Ò R@5 Ò R@10 Ò MR Ó

0.25 68.29 65.96 53.34 81.42 90.37 4.12
0.5 69.04 65.58 53.04 80.64 90.01 4.40
0.75 71.17 62.88 49.49 78.91 88.83 4.39
1.0 (CE) 75.10 52.12 39.84 64.93 80.47 6.26

3 Qualitative examples

We present some additional qualitative samples in Fig. 1 and Fig. 2.
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Fig. 1: Qualitative samples for three model variants – ViLBERT w/ CC + VQA (called
‘Base’), Base + CE, and Base + CE + NSP.
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Fig. 2: Qualitative samples for three model variants – ViLBERT w/ CC + VQA (called
‘Base’), Base + CE, and Base + CE + NSP.


