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1 Overview

In this supplementary material, we provide additional results to complement
the paper: (1) We provide the network parameters and configuration of our base
network, our expanded network, the generator and the discriminator in Section
2. (2) We show comparisons with the state-of-the-art algorithms in terms of
complexity in Section 3.1. (3) We show qualitative results of pseudo-samples
generated by the generator in Section 3.2.

2 Network Architectures

Our incremental network consists of the base network and the expanded network.
We also employ a generator that generates pseudo samples to consolidate the
knowledge of the old task. Table 1 and Table 2 list the detailed configuration and
parameters of our base network and our expanded network respectively. Table
3 shows the architecture of the generator and Table 4 shows the architecture of
the discriminator.

Table 1: Detailed architecture of our base network. It consists of a feature ex-
tractor, a feature amalgamator and a decoder. [-] refers to concatenation operation.
The feature amalgamator consists of 3 experts, a set of gate layers, an attention layer,
an aggregation layer and two Bidirectional Sequential Gateing Units (Bi-SGUs). In
the decoder, we use PixelShuffle [1] module as the upsampling layer to upsample the
feature maps by 2x. The final reconstructed image is the summation of the output of
the Decoderl (out-upl-2) and the input image.

*The first two authors contributed equally to this work.
"Corresponding author.
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In- |Out-
Kernelput |put [Str-{Output
Base network Input Output size  lcha- lcha- lide kize
nnelsnnels|
Feature convl-1 imagel (RGB) [global featurel-1 3 x3 (3 32 |1 64 x 64
ecirac tOrlconvl—2 global_featurel-1 |global featurel-2 3 x3 (32 32 [2 32 x 32
conv1-3 global_featurel-2 |global_featurel-3 [3 x3 (32 32 [2 |16 x 16
expertl_  [global_featurel-2, |expertl_resl, 32, (32, 32 x 32,
SK-DuRB1 [global_featurel-3 |expertl_outl 32 132 [ |16 x16
Expertl |expertl.  |expertl_resl, expertl_res2, 32, 132, 32 x 32,
SK-DuRB2 expert1_outl expertl_out2 I 32 32 [ [16x16
expertl_  |expertl_res), expertl_res6, 32, 132, 32 x 32,
SK-DuRB6 |expert1_out5 expert1_out6 I 32 132 [ |16 x 16
expert2_.  [global_featurel-2, |expert2_resl, 32, (32, 32 x 32,
SK-DuRB1 [global_featurel-3 [expert2_outl i 32 32 [ |16 x16
Expert2 |expert2_ |expert2_resl, expert2_res2, 32, 132, 32 x 32,
SK-DuRB2 expert2_outl expert2_out2 I 32 132 [ |16 x 16
expert2_  |expert2_res), expert2_res6, 32, 132, 32 x 32,
SK-DuRB6 expert2_outh expert2_out6 i 32 132 [ |16 x16
expert3.  |global_featurel-2, lexpert3_resl, 32, 132, 32 x 32,
SK-DuRB1 [global_featurel-3 |expert3_outl i 32 132 [ |16 x 16
Expert3 |expert3. |expert3_resl, expert3_res2, 32, 132, 32 x 32,
SK-DuRB2 |expert3_outl expert3_out2 I 32 132 [ |16 x16
expert3.  |expert3_res), expert3_reso6, 32, 132, 32 x 32,
SK-DuRB6 |expert3_outh expert3_out6 I 32 132 [ |16 x16
f:;t;ritlon global featurel-3 |weightsA /weightsBl 32 |1 FBx3
[imagel,
global_featurel-2, lexpertl_gate_res2/
?g}giif;‘yer expertlres2/  lexpertl gateresd/ 3 x 3 67 [32 [I 32 x 32
expertl_resd/ expertl_gate_res6
expertl_res6|
[imagel,
global_featurel-3, lexpertl_gate_out2/
?Ex)gztrillf‘yer expertl_out2/  lexpertl_gateoutd/[3 x 3 (67 32 [1 |16 x 16
expertl_out4/ expertl_gate_out6
expert1_out6]
[imagel,
global_featurel-2, lexpert2_gate_res2/
?Ex)g)ztri;;‘yer expert2res?/  lexpert2_gateresd/ 3 x 3 (67 32 [1 |32 x 32
expert2_resd/ expert2_gate_res6
expert2_res6|
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[imagel,
global_featurel-3, lexpert2_gate_out2/
?gfizi;;yer expert2_out2/ expert2_gateoutd/3 x 3 67 |32 |1 (16 x 16
p expert2_out4/ expert2_gate_out6
expert2_out6)
[imagel,
global_featurel-2, lexpert3_gate_res2/
i(’)gfzzigl)ayer expert3_res2/ expert3_gateresd/ 3 x 3 |67 32 1 [32x 32
P expert3_resd/ expert3_gate_res6
expert3_res6]
[imagel,
global_featurel-3, lexpert3_gate_out2/
3% Gate layer expert3_out2 expert3_gate_outd/[3 x 3 |67 32 |1 |16 x 16
(Expert3)
P expert3_out4/ expert3_gate_out6
expert3out6]
WZ;gitzg’ aggregatedl_res2, 32, 32 x 32,
Z:(pgertn g’atejesi aggregatedl_resd, 32, 32 x 32,
Aggregation layerl expertn,gate,outi,aggregatedl*res67 L - 82, | B2x32,
expertn,_resi aggregatedl_out?2, 32, 16 x 16,
expertn outi’ aggregatedl_out4, 32, 16 x 16,
P o aggregatedl_out6 32 16 x 16
(n=1,2,3;i=2,4,6) ["88"°®
aggregatedl_res2, 32,
Bi-SGU1-1 aggregatedl _res4, [resl 3x3 32, 32 1 32x32
gereg
aggregatedl_res6, 32
aggregatedl_out2, 32,
Bi-SGU1-2 aggregatedl_out4,outl 3x3 1132, 32 [1 [16x 16
aggregatedl_out6 32
convl-4 resl resl 3x3 32 32 16 x 16
convl-5 [res1,outl] out_finall 3x3 64 32 |1 [16x16
ecodor] E?:?T_lfhngout,ﬁnall out_upl-1 3x3 32 132 [1/232 x 32
g §Zi‘f_‘§hngout,upl-1 out_upl-2 3x3 32 32 [1/2[64 x 64

Table 2: Detailed architecture of our expanded network. We keep the intact
architecture of the base network and all parts except Bi-SGUs in the amalgamator
of the base network are treated as a whole and named as an old expert. The final
reconstructed image is the summation of the output of the Decoder2 (out_up2-2) and

the input image.

In- [Out-
Kernelput put [Str-Output
Expanded network [Input Output size  lcha- lchas ide kize
nnelsnnels
Feature conv2-1 image2 (RGB) global_feature2-1 3x3 3 B2 |1 [64x64
extrator2 conv2-2 global _feature2-1 global_feature2-2 3x3 B2 B2 2 [32x32
conv2-3 global _feature2-2 global _feature2-3 3x3 B2 B2 2 [16x16
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old_aggregated res2, 32, 32 X 32,
old_aggregated_res4, 32, 32 % 32,
Old expert global _feature2-2, old_aggregated_res6, | 32, 32, 32 X 32,
global _feature2-3 old_aggregated_out2, 32 32, 16 x 16,
old_aggregated_out4, 32, 16 x 16,
old_aggregated_out6 32 16 x 16
expertd_  |global_feature2-2, expertd_resl, 32, 132, 32 X 32,
SK-DuRB1 [global_feature2-3 expert4_out1 32 32 16 x 16
Expertd |expertd_  |expertd_resl, expert4_res2, 32, 32, 32 X 32,
SK-DuRB2 expert4_outl expertd_out2 32 32 16 x 16
expertd_  |expert4_resb, expert4_res6, 32, 32, 32 X 32,
SK-DuRB6 |expert4_outh expert4d_out6 32 32 16 x 16
Attention layer2 global _feature2-3 weightsC/weightsD 32 |1 3 X 3
[image2,
global feature2-2,  |oldexpert_gate_res2/
i(%;;f:}t;é?i/)e r old_aggregated_res2/ joldexpert_gate_resd/ 3 x 3 |67 |32 32 x 32
old_aggregated_res4/ joldexpert_gate_res6
old_aggregated res6]
[image2,
global feature2-3, |oldexpert_gate_out2/
?;;f::{;éiz)e r old_aggregated_out2/joldexpert_gate_out4/|3 x 3 |67 [32 16 x 16
old_aggregated_out4/joldexpert_gate_out6
old_aggregated_out6]
[image2,
global feature2-2, |expertd_gate_res2/
?g}iizi 41)& yer expert4_res2/ expertd_gate_resd/ 3 x 3 |67 [32 32 x 32
expert4 resd/ expert4_gate_res6
expertd_res6]
[image2,
global feature2-3, lexpert4_gate_out2/
?g)iz?z 41)& yer expert4_out2/ expertd_gate_outd/ 3 x 3 |67 [32 16 x 16
expertd_outd/ lexpert4_gate_out6
expertd_out6]
weightsC,
weightsD,
oldexpert_gate_resi,
’ |laggregated2_res2, 32, 32 X 32,
oldexpert_gate_outi,
expert4_gate_resi, aggregated2_res4, 32, 32 x 32,
Aggregation layer2 |expert4_gate_outi aggregated2.resG, | 8 32, 32 x 32,
- 7 laggregated2_out2, 32, 16 x 16,
oldexpert_resi,
oldexpert_outi, aggregated2_out4, 32, 16 x 16,
expertd_resi, aggregated2_out6 32 16 x 16
expert4_outs
(1=2,4,6)
aggregated2_res2, 32,
Bi-SGU2-1 aggregated?2_res4, res2 3 x3 B2, B2 32 X 32
aggregated2_res6 32
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aggregated2_out2, 32,
Bi-SGU2-2 aggregated2_out4, jout2 3x3 B2, B2 [1 |[16x16
aggregated2_out6 32
conv2-4 res2 res2 3x3 B2 B2 2 [16x16
conv2-5 [res2,0ut2] out_final2 3x3 164 B2 |1 [16x16
Upsampling|
Decoder2layer2-1 out_final2 out_up2-1 3x3 32 B2 [1/232 % 32
Upsampling]
layer2-2 out_up2-1 out_up2-2 3x3 32 B2 |[1/2/64 x 64

Table 3. Detailed architecture of the generator. We use the transposed convo-
lution to upsample the feature maps by 2x.

Layer Kernellnput Output Stri deQutput
size  |channelschannels size
conv1 7x 7T 13 64 1 64 x 64
conv2 3 x 3 64 128 2 32 X 32
conv3 3 x 3 [128 256 2 16 x 16
9xResBlock|3 x 3 256 256 1 16 x 16
upsamplingl|3 x 3 256 128 1/2 32 x 32
upsampling23 x 3 (128 64 1/2 64 x 64
conv4 7 X7 64 3 1 64 x 64

Table 4. Detailed architecture of the discriminator. The input is a 64 x 64 RGB
image. The output is a single scalar.

Layer Kernellnput Output Stri deQutput
size  |channelsichannels size

convl 4 x4 3 64 2 32 x 32
conv2 |4 x4 |64 128 2 16 x 16|
convd |4 x4 (128 256 2 8 x 8
convd |4 x4 256 512 1 8 x 8
convb |4 x4 512 1 1 8 x 8
Averagag o |y 1 8 x 8|l x1
pooling
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3 Additional Experimental Results

3.1 Comparisons in terms of complexity

The complexity of RL-Restore [3], OWAN [2], our base network and our ex-
panded network can be found in Table 5. We compute the complexity of these
methods on a 63 x 63 image. It can be seen that the complexity of our base net-
work is lower than that of OWAN. In addition, the complexity of the expanded
network increases by just 33.4% over that of the base network. In contrast, if we
train two individual networks for two tasks respectively, the overall complexity
of the networks is twice as that of the base network.

Table 5. Comparisons with DnCNN, RL-Restore and OWAN in terms of complexity.

Methods [RL-Restore [3JOWAN [2]Our base networklOur expanded network
FLOPs(G)0.474 1439 [1.259 1.679

3.2 Qualitative results of pseudo samples

For training our incremental network, pseudo samples generated by the generator
are paired with the corresponding responses of our trained base network, serving
as supervision of the old task. We show examples of real and pseudo samples
with corresponding restored samples generated by our trained base model in Fig.
1. We can see that the generator can resemble the data distribution of the real
samples to some extent, playing the role of memory replay to consolidate the
knowledge of the old task.
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Fig. 1. Qualitative results of real and pseudo samples with corresponding restored
samples generated by our trained base model.
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