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Abstract. How to visually localize multiple sound sources in uncon-
strained videos is a formidable problem, especially when lack of the
pairwise sound-object annotations. To solve this problem, we develop
a two-stage audiovisual learning framework that disentangles audio and
visual representations of different categories from complex scenes, then
performs cross-modal feature alignment in a coarse-to-fine manner. Our
model achieves state-of-the-art results on public dataset of localization,
as well as considerable performance on multi-source sound localization in
complex scenes. We then employ the localization results for sound sep-
aration and obtain comparable performance to existing methods. These
outcomes demonstrate our model’s ability in effectively aligning sounds
with specific visual sources. Code is available at https://github.com/

shvdiwnkozbw/Multi-Source-Sound-Localization.
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1 Introduction

Humans usually perceive the world through information in different modalities,
e.g., vision and hearing. By leveraging the relevance and complementary between
audio and vision, humans can clearly distinguish different sound sources and infer
which object is making sound. In contrast, machines have been proven capable of
separately processing audio and visual information using deep neural networks.
But can they benefit from joint audiovisual learning?

Works in recent years mainly focus on establishing multi-modal relationship
based on temporally synchronized audio and visual signals [1,3,19,17]. This syn-
chronization in video-level becomes the correspondence that is whether audio
and visual signals originate from the same video, which works effectively for
simple scenes [2,18], i.e., the single-source conditions. However, in unconstrained
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Shouting Boating StreamAudiovisual Pair

Fig. 1. Our model separates a complex audiovisual scene into several simple scenes.
The figure shows the input audiovisual pair majorly consists of three elements: a man
shouting, sound of boating from the boat and paddle, sound of a water stream. This
disentanglement simplifies a complex scenario and generates several one-to-one audio-
visual associations.

videos, various sounds are usaully mixed, where the video-level supervision is too
coarse to provide the precise alignment between each sound and visual source
pair. To tackle this problem, [15,16] establish audiovisual clusters to associate
sound-object pairs, but require to pre-determine the number of clusters, which
becomes difficult in an unconstrained scenario, thus greatly affects alignment
performance.

Some works further apply audiovisual learning into a series of downstream
tasks (e.g., sound localization, sound separation) and exhibit promising perfor-
mance [24,18,16,29,10,22,31]. Regarding previous works on sound localization,
[2,18,24] mainly focus on simple scenes, usually unable to find source-specific
objects from mixed audio, while [7,9,6] employ stereo audio as prior, which con-
tains location information but is difficult to obtain. Additionally, existing eval-
uation pipelines also lack the ability to measure sound localization performance
in multi-source scenarios. For sound separation, [29] uses the entire coarse visual
scene as guidance, while [28,10,5] rely on extra motion or detection results to
improve performance.

To sum up, existing dominant methods mostly lack the ability to analyze
complex audiovisual scenes, and fail to effectively utilize the latent alignment
between sound and visual source pairs in unconstrained videos. This is because
there are majorly two challenges in complex audiovisual scene analysis: one is
how to distinguish different sound-sources, the other is how to ensure the estab-
lished sound-object alignment is fairly satisfactory without one-to-one annota-
tions. To address these challenges, we develop a two-stage audiovisual learning
framework. At the first stage, we employ a multi-task framework consisting of
classification and audiovisual correspondence to provide the reference of audiovi-
sual content for the second stage. At the second stage, based on the classification
predictions, we use the operation of Class Activation Mapping (CAM) [30,23,4]
to extract class-specific feature representations as the potential sound-object
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pairs (Fig. 1), then perform alignment in a coarse-to-fine manner, where the
coarse correspondence based on category is evolved into the fine-grained match-
ing in both video- and category-level.

Our main contributions can be summarized as follows: (1) We develop a two-
stage audiovisual learning framework. At the first stage, we employ multi-task
framework for classification and correspondence learning. At the second stage,
we employ the CAM technique to disentangle the elements of different cate-
gories from complex scenes for alignment. (2) We propose to establish audiovisual
alignment in a coarse-to-fine manner. The coarse-grained step ensures correct-
ness of correspondence in category level, while the fine-grained one establishes
video- and category-based sound-object association. (3) We achieve state-of-the-
art results on public sound localization dataset. In the multi-source conditions,
according to our proposed class-specific localization metric, our method shows
considerable performance compared with several baselines. Besides, the object
representation obtained from localization provides valuable visual reference for
sound separation.

2 Related Work

Audiovisual Correspondence. Although most audiovisual datasets consist
of unlabelled videos, the natural correspondence between sound and vision pro-
vides essential supervision for audiovisual learning [1,2,18,3,19]. [3,19] introduced
a method to learn feature representation of one modality with supervision from
the other in a teacher-student manner. Arandjelovic and Zisserman [1] viewed
audiovisual correspondence (AVC) as the supervision for audiovisual represen-
tation learning. [18] adopted temporal synchronization as self-supervision sig-
nal to correlate audiovisual content. But these methods mostly fail to process
complex scene with multiple sound sources. Hu et al. [15,16] used clustering to
associate latent sound-object pairs, but its performance greatly relies on pre-
defined number of clusterings. Our multi-task framework simultaneously treats
unimodal content label and audiovisual correspondence as supervision, then per-
forms class-specific audiovisual alignment under complex scenes.

Sound Localization in Visual Scenes. Recent methods for localizing sound
in visual context mainly focus on joint modeling of audio and visual modalities
[2,18,24,27,15,28,29]. In [2,18], authors performed sound localization through
audiovisual correspondences. [24] proposed an attention mechanism to capture
primary areas in a semi-supervised or unsupervised setting. Tian et al. [27] lever-
aged audio-guided visual attention and temporal alignment to find semantic re-
gions corresponding to sound sources. Hu et al. [15,16] established audiovisual
clustering to localize sound makers. Zhao et al. [29,28] employed a self-supervised
framework to simultaneously achieve sound separation and visual grounding. Al-
though [29,28] can separate sound given visual sound source, they require single-
source samples to achieve mix-and-separate training. In contrast, our model is
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directly trained on unconstrained videos, and can precisely localize visual source
of di�erent sounds in complex scenes.

CAM for Weakly-Supervised Localization. CAM was proposed by Zhou
et al. [30] to localize objects with only holistic image labels. This approach
employs a weighted sum of the global average pooled features at the last convo-
lutional layer to generate class-speci�c saliency maps, but can only be applied
to fully-convolutional networks due to modi�cation of network architectures.
To generalize CAM and improve visual explanations for convolutional networks,
Grad-CAM [23] and Grad-CAM++ [4] were proposed. These two gradient-based
methods can achieve weakly-supervised localization with arbitrary o�-the-shelf
CNN architectures and require no re-training.

Some previous works on audiovisual learning have adopted CAM or similar
methods to localize sound producers [29,2,18]. Arandjelovic et al. [2] performed
max pooling on predicted score map over all spatial grids, and used obtained
correspondence score for training on AVC task. Owens et al. [18] adopted audio-
visual synchronization as training supervision, and employed CAM to measure
the likelihood of a patch to be sound source. However, they only use CAM at
the �nal step to measure the relationship between two modalities. Our method
employs CAM to disentangle audio and visual features of di�erent sounding
objects, achieving �ne-grained audiovisual alignment.

3 Approach

Our two-stage framework is illustrated in Fig. 2. At the �rst stage, we employ
multi-task learning for classi�cation and video-level audiovisual correspondence.
At the second stage, the audiovisual feature maps and classi�cation predictions
are fed into Grad-CAM [23] module to disentangle class-speci�c features on
both modalities, based on which we employ valid representations to perform
�ne-grained audiovisual alignment.

3.1 Multi-Task Training Framework

Given audio and visual (image) messagesf ai ; vi g from i-th video, we can ob-
tain the category labels from annotated video tags or predictions of pretrained
models, as well as the natural audiovisual correspondence. To leverage these two
types of supervision, we employ a multi-task learning model. This model consists
of audio and visual learning backbones, classi�cation network and an audiovisual
correspondence network, as shown in Fig. 2. Speci�cally, we adopt CRNN [25],
composed of 2D convolutions and a GRU, to process audio spectrograms, and
use ResNet-18 [13] to extract deep features from video frames.

Classi�cation on Two Modalities. To perform classi�cation with audio and
visual messagesf ai ; vi g, we adopt video tags or predicted pseudo labels from
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Fig. 2. An overview of our two-stage audiovisual learning framework. At the �rst stage,
our model extracts deep features from the audio and visual streams, then performs
classi�cation and video-level correspondence. At the second stage, our model disen-
tangles representations of di�erent classes and implements a �ne-grained audiovisual
alignment.

pretrained models as supervision. Considering the sound-object alignment to be
established, we employ the same categories for both modalities. We denoteC as
the number of class andc as the c-th class.

Considering there are multiple sound sources contained in the video, multi-
label binary cross entropy loss is considered for classi�cation:

L cls = H bce(ya i ; pa i ) + H bce(yv i ; pv i ); (1)

where H bce is the binary cross-entropy loss for multi-label classi�cation, y and
p are the annotated class labels and corresponding predicted probability respec-
tively, y 2 f 0; 1gC , p 2 [0; 1]C .

Fig. 3. Details for audiovisual correspondence learning network. For audio stream, the
3-layer 2D convolutions are listed as: (1) 3� 1� 512, with dilation 2 on time dimension,
(2) 1� 2� 512, with stride 2 on frequency dimension, (3) 3� 1� 512, each followed with
a batch normalization layer and ReLU activation. For visual stream. the layer settings
for residual blocks are the same as layer4 in ResNet-18, but the weights are not shared.
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