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Abstract. We present a novel framework, Spatial Pyramid Attention
Network (SPAN) for detection and localization of multiple types of im-
age manipulations. The proposed architecture efficiently and effectively
models the relationship between image patches at multiple scales by con-
structing a pyramid of local self-attention blocks. The design includes a
novel position projection to encode the spatial positions of the patches.
SPAN is trained on a generic, synthetic dataset but can also be fine
tuned for specific datasets; The proposed method shows significant gains
in performance on standard datasets over previous state-of-the-art meth-
ods.

1 Introduction

Fast development of image manipulation techniques is allowing users to create
modifications and compositions of images that look “authentic” at relatively low
cost. Typical manipulation methods include splicing, copy-move, removal and
various kinds of image enhancements to produce “fake” or “forged” images. We
aim to localize the manipulated regions of different tampering types in images.

There has been work on both detection and localization of manipulations
in recent years. Among the methods that include localization, many deal with
only one or a few types of manipulations such as splicing[8, 16, 18], copy-move[7,
27, 33, 35, 36], removal[44], and enhancement[5, 6]. Some recent papers have pro-
posed more general solutions that are not specific to manipulation types; these in-
clude RGB-Noise (RGB-N) Net [43] and Manipulation Tracing Network (ManTra-
Net) [37]. The two methods differ in the granularity of their localization (bound-
ing boxes in [43] vs masks in [37]). Our method is also designed for pixel-level
masks predictions of multiple manipulation types.

A key assumption underlying forged region localization is that the color, in-
tensity or noise distributions of manipulated regions are somehow different from
those of the untampered ones. These distinctions are typically not transparent to
a human observer but the expectation is that they can be learned by a machine.
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Fig. 1: Examples of images manipulated by splicing left and copy-move (right)
techniques, SPAN predictions and Ground-truth Masks.

Ability to capture and model the relationship between tampered and authen-
tic regions is crucial for this. RGB-N [43] proposes a Faster R-CNN [28] based
method to detect tampered region; hence, its predictions are limited to the rect-
angular box. It also requires fine-tuning to adapt to a new dataset. ManTra-Net
[37] combines the task of image manipulation type classification and localization
into a unified framework and achieves comparable results to RGB-N but without
fine-tuning on the target evaluation data. ManTra-Net makes pixel-level predic-
tions. However, its localization module only models the “vertical” relationship of
same points on different scales of the feature map but does not model the spatial
relations between image patches. We propose to model both “vertical” relation-
ship using multi-scale propagation and spatial relationship using a self-attention
module in the Spatial Pyramid Attention Network (SPAN).

SPAN is composed of three blocks: a feature extractor, a spatial pyramid
attention block and a decision module. We adopt the pre-trained feature extrac-
tor provided by [37] as our feature extractor. To build the relationship between
different image patches, we construct a hierarchical structure of self-attention
layers with the features as input.

The hierarchical structure is designed to first calculate local self-attention
blocks, and the local information is propagated through a pyramid hierarchy.
This enables an efficient and multi-scale modeling of neighbors. Inspired by [31],
within each self-attention layer, we calculate a new representation for each pixel
conditioned on its relationship to its neighborhood pixels. To better capture the
spatial information of each neighbor in the self-attention block, we also introduce
a positional projection which is more suitable for our localization task, instead of
the original positional embedding methods used for machine translation task in
[31]. The decision module, which is composed of a few 2D convolutional layers, is
applied on top of the output from pyramid spatial attention propagation module
to predict the localization mask.

We conducted comprehensive experiments on five different popular bench-
marks and compared with previous works on pixel-level manipulation localiza-
tion of different tampering types. Our proposed SPAN model outperforms cur-
rent state-of-the-art (SoTA) methods ManTra-Net [37] and RGB-N [43] with


