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Model Architectures The detailed architectures of the SESAME generator
and discriminator are depicted in Tables 1 and 2 respectively. Please note that
for the discriminator we use this architecture twice, once for each scale.

To further justify the architectural choices of our generator we compare
against Pix2PixHD++ [6], with SPADE layers on the decoder part. We use
both our SESAME discriminator and the commonly used PatchGAN.

The performance assessment is reported in Table 3. The use of our discrim-
inator over PatchGAN improved the results in almost all cases. However, we
observe that while our generator-discriminator combination performs the best,
the second combination is without any of our networks. We argue that our pro-
posed method works better together as the large receptive field provided by the
dilated convolutions in our generator synergizes well with the highly focused
gradient flow coming from our discriminator.

Replacement of objects Apart from adding and removing objects, SESAME
can also be used to replace an instance of an object, given that we know its class
and its outline. SESAME can be utilized in this manner for dataset augmenta-
tion. We conduct experiments on replacing objects in street scenes of Cityscapes
and we ablate on the usage of our SESAME discriminator against the Patch-
GAN. In Table 4 we measure the FID score of the image results, the SSIM of
the generated regions and we also devoted a part of our user study, described in
Section 4 of the main paper, to test which of the two discriminators produces
the most photo-realistic results. Visual results can be found in Figure 1.

Visual Results We show more edited and generated images produced by our
method:

– Figure 1 contains visual results of our ablation analysis on various access
levels of semantics and different discriminators.

– Figure 2 contains visual results for removing objects under different config-
urations.
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Table 1. SESAME generator architecture. We depict the number of Filters, the Kernel
size, the Stride and the Dilation factor

Layer Normalization Activation

ConvBlock F = 64, K = 7, S = 1, D = 1 Instance ReLU
ConvBlock F = 128, K = 3, S = 2, D = 1 Instance ReLU
ConvBlock F = 256, K = 3 , S = 2, D = 1 Instance ReLU
ResBlock F = 256, K = 3, S = 1, D = 1 Instance ReLU
ResBlock F = 256, K = 3, S = 1, D = 2 Instance ReLU
ResBlock F = 256, K = 3, S = 1, D = 2 Instance ReLU
ResBlock F = 256, K = 3, S = 1, D = 2 Instance ReLU
ResBlock F = 256, K = 3, S = 1, D = 2 SPADE LeakyReLU(0.02)
ResBlock F = 256, K = 3, S = 1, D = 2 SPADE LeakyReLU(0.02)
ResBlock F = 256, K = 3, S = 1, D = 2 SPADE LeakyReLU(0.02)
ResBlock F = 256, K = 3, S = 1, D = 2 SPADE LeakyReLU(0.02)
ResBlock F = 256, K = 3, S = 1, D = 1 SPADE LeakyReLU(0.02)

Nearest Neighbour Upsampling ×2 - -
ResBlock F = 128, K = 3, S = 1, D = 1 SPADE LeakyReLU(0.02)

Nearest Neighbour Upsampling ×2 - -
ResBlock F = 64, K = 3, S = 1, D = 1 SPADE LeakyReLU(0.02)
ConvBlock F = 3, K = 3, S = 1, D = 1 - TanH

Table 2. SESAME discriminator architecture per scale, We depict the number of
Filters, the Kernel size, the Stride and the Dilation factor

Layer Normalization Activation

Image Stream

ConvBlock F = 64, K = 4, S = 2, D = 1 - LeakyReLU(0.02)
ConvBlock F = 128, K = 4, S = 2, D = 1 SpectralInstance LeakyReLU(0.02)
ConvBlock F = 256, K = 4, S = 2, D = 1 SpectralInstance LeakyReLU(0.02)
ConvBlock F = 512, K = 4, S = 1, D = 1 SpectralInstance LeakyReLU(0.02)

Semantics Stream

ConvBlock F = 64, K = 4, S = 2, D = 1 - LeakyReLU(0.02)
ConvBlock F = 128, K = 4, S = 2, D = 1 SpectralInstance LeakyReLU(0.02)
ConvBlock F = 256, K = 4, S = 2, D = 1 SpectralInstance LeakyReLU(0.02)
ConvBlock F = 512, K = 4, S = 1, D = 1 SpectralInstance LeakyReLU(0.02)

Sum Global Pooling - -

Common Head

ConvBlock F = 1, K = 4, S = 1, D = 1 - -
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Table 3. We ablate on the semantics availability, the generator architecture and the
discriminator architecture for adding objects on street scenes from Cityscapes w.r.t.
FID score (lower is better)

Discriminator
Full semantics BBox semantics

Generator PatchGAN SESAME PatchGAN SESAME

SPADEPix2PixHD 11.92 12.74 12.32 12.66
SESAME 11.95 11.64 11.13 11.03

Table 4. Object Replacement - Cityscapes. We show the performance of our SESAME
model with our discriminator and the PatchGAN[3,5] discriminator as well as the
percentage of user answers to the question: Which image looks more photo-realistic?

Discriminator SSIM↑ FID↓ User Preference(%)

PatchGAN 0.390 10.63 45.03
SESAME 0.433 9.3 54.97

– Figure 3 shows results for editing ADE20k-Bedroom scenes[8,7].
– Figure 4 showcases examples of free-from semantic editing.
– On Figures 5 and 6 we can observe layout to image generation results for

Cityscapes and ADE20k.

Label to Image Generation: Comparison with CC-FPSE: Similarly to
SESAME, Liu et al . [4] developed an approach to tackle image generation condi-
tioned on semantic layouts. They propose a generator architecture that learns to
predict convolutional kernel weights conditioned on the semantic input. More-
over, they propose a feature pyramid semantics-embedding (FPSE) discrimina-
tor using an Encoder-Decoder architecture. Each upsampling layer outputs two
per-patch score maps, one trying to measure the realness and one to gauge the
semantic matching with the labels; the later is derived after a patch-wise inner
product operation with the down-sampled semantic embeddings.

Their FPSE discriminator, while it also addresses the shortcomings of previ-
ous models, follows a different approach to our SESAME discriminator. Although
they similarly aim to short-circuit the guidance of the semantic labels to the
discrimination, they choose to do so by embedding the patch with a 1×1 convo-
lution and down-sampling via average pooling the semantic layout to match the
size of their image processing pipeline. As we explained in the main paper, the
receptive field of a patch may contain a multitude of different semantic classes
with a variety of compositions. Trivially down-sampling the semantic label can
result into loss of information. Thus, we proposed a dedicated part of the dis-
criminator to derive a meaningful representation for such an intricate semantic
patch. Moreover, our model independently processes the semantic information
for each scale. We experimented with their discriminator architecture along our
SESAME generator but we were unable to achieve similar performance to our
full method: SSIM 0.371, FID: 12.49, mIoU 64.24% and accuracy 85.93%.
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Fig. 1. Visual results for addition on Cityscapes[1]. We ablate on: (a) using the Full
context, using only the labels of the rectangular areas to be edited and only replacing an
object given its mask (b) generations due to training with the PatchGAN Discriminator
and SESAME. Finally, we show the results produced by the method of Hong et al . [2],
using the full semantics information
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Fig. 2. Visual results for removal on Cityscapes[1]. We ablate on: (a) using the Full
context and using only the labels of the rectangular areas to be edited (b) generations
due to training with the PatchGAN Discriminator and SESAME. In the first row we
show the results produced by the method of Hong et al . [2], using the full semantics
information

Label Masked Hong et al. SESAME

Fig. 3. Visual results for editing Bedroom scenes from ADE20K dataset. Here we are
using the Full semantic information to alter the gray area
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Mountain Sea Trees Ground Clouds Sky Grass

Fig. 4. Examples of free form editing using semantic brushes. Note that snow is a dif-
ferent semantic label from mountain and we can observe when draw with the mountain
brush the model learned to differentiate this from snow. The model fails to correctly
depict a semantic concept out of context or with an unexpected shape
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real label SPADE SESAME

Fig. 5. Cityscapes[1]: Visual results for image generation conditioned on Semantic La-
bels. We showcase the results using the generator from SPADE[5] with the PatchGAN
Discriminator(SPADE) and ours(SESAME)
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Fig. 6. Ade20k[8,7]: Visual results for image generation conditioned on Semantic La-
bels. We showcase the results using the generator from SPADE[5] with the PatchGAN
Discriminator(SPADE) and ours(SESAME)
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