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Attached Videos

File name “Video_lego.mp4”

The video contains 35 frames. (Left) the measurement captured at 35 fps by
our real SD-CASSI system; (Right) the reconstructed frame with 28 spectral
channels by the proposed TSA-Net. The object is moving from left to right. We
play this video at 10 fps for better visualization.

File name “Video_plant.mp4”

The video contains 105 frames. (Left) the measurement captured at 35 fps
by our real SD-CASSI system; (Right) the reconstructed frame with 28 spectral
channels by the proposed TSA-Net. The object is rotating counterclockwise. We
play this video at 10 fps for better visualization.
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1 Imbalanced Response of Disperser
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Fig. M1. Imbalanced response of disperser (prism). As a prism causes light deflection,
length difference exists between every two pixels’ optical paths: 1) Distortion, i.e.,
horizontal stretch and compression, exists in the modulated frames. 2) The distortion
degree varies due to the deflection variation across all wavelengths.

The SD-CASSI system has been developed before but suffers from the imbal-
anced response (Fig. and low quality reconstruction.

As shown in Fig. [MI] the distortion behaves as the stretch and compression
of the left and right field of view on dispersion direction, which is caused by the
light deflection generated by the prism. Furthermore, the distortion varies for
different wavelength due to the existence of dispersion, thus causing a serious
calibration error of mask when only using a single wavelength to do calibration.
In addition, the distortion is amplified as the increasing of the measurement scale.
This problem causes performance drop in real data. This is the motivation that
we invoke deep learning to mitigate the problem.
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2 Network Implementation

2.1 Dataset

CAVE [7] has 30 hyperspectral images and the spatial size of each sample is 512 x
512. For model training, the data augmentation methods include scaling, rotation
and concatenation among the samples. For the concatenation, we randomly align
the images in a 2 x 2 or larger array to have images with large scale. Then, we
select the spatial region of a fixed size and crop the corresponding hyperspectral
cube to generate one sample for model training/validation. The scaling and
rotation is applied on the hyperspectral images before concatenation.

KAIST [2] has 30 hyperspectral images and the spatial size of each sample is
2704 x 3376. We adopt rotation and scaling for data augmentation. Then, we
select the spatial region of a fixed size and crop the corresponding hyperspectral
cube to generate one sample.

Simulation. 30 scenes from CAVE were used for model training. In total, we
have created 4000 samples for model training and 50 samples for model validation.
10 scenes, never been seen in model training, from KAIST are used for model
testing. The spatial size of all samples are 256 x 256.

Real Data Experiment. All scenes from CAVE and from KAIST are used
for model training. In total, we have created 5000 samples for model training and
100 samples for model validation. The spatial size of all samples is 660 x 660.

2.2 Hyper-parameters

As shown in Fig.4 in the main paper, there are 5 blocks in encoder and decoder
respectively. We use (k,o0,n,p) to denote the kernel size, number of kernels,
number of layers in each block and the pooling/upsampling size. We set two
convolution layers in the bottleneck and the structure of each layer is denoted by
B(k,o0,p).

Simulation. The batch size is 10 and the model training stops at the 250-th
epoch. The network structure is: [(3,64,3,2), (3,128,3,2), (3,256,3,2), (3,512,3,2),
(3,1024,3,2)], B(3,1280,3).

Ezxperiment. The batch size is 5 and the model training stops at the 140-th
epoch. The network structure is: [(3,64,3,3), (3,128,3,2), (3,256,3,2), (3,512,3,2),
(3,1024,3,2)], B(3,1280,3).

Spatial-Spectral Self-Attention Module. As shown in the Fig. 6 in the
main paper, there are 3 TSA-Modules added in the decoder. The TSA-Module
added at the top of decoder is used to generate the final output. There is one 1 x 1
convolution layer applied on module input to change the size along the spectral
dimension as 28. The number of heads is set to 4 while the dimension-specific
vector are of size (fz, fy, fx) = (48,48, 30). For the other TSA-Module, There are
8 heads and the dimension-specific vector are of size (fy, fy, fr) = (64,64,128).
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2.3 Metric
Suppose X € RW*HXC represents the ground truth and X € RWXHXC repre-
sents the predicted value.
Root Mean Square Error (RMSE)
1 W H
RMSE(X, X) = | 7o 3D D (X(w, hye) = X(w, h, )2
w=1h=1c=1
Mean Squared Error (MSE)
1 W H
MSE(Y, &) = e SN (X (w, hye) = X(w, b, ).
w=1h=1c=1
Spectrum Constancy Loss
) 1 c W H A ,
SpecCon(X, X) = WHC=T) Z Z Z (VeX (w, h,c) — VX (w, h,c))

c=2 w=1h=1

where V. X (w, h,c) = X(w, h,c) — X(w,h,c—1).
Peak Signal-to-Noise Ratio (PSNR)

PSNR(X, X) = 10log(Max(X)/MSE(X, X)).

Structural Similarity Index Metrics (SSIM)

B 2pxpe +C1 qar 20805 +Co 18 0o +C5 14
SSIM(Xv'X): [ 2 + XQ C } [ 2 XQ C ] [ XXA C ] .
1% “)2+ 1 UX+O')2+ P oxoyp+Cs

where p denotes the mean and o denotes the standard deviation / cross-covariance.
The value of a, 8, is default in MATLAB R2018a.

2.4 Optimizer & Learning Rate

We use the Adam optimizer [3] and the learning rate in each epoch, indexed by
e, is set as ‘ ‘
lr(e) =71y X acezl(max(O,efd)/z).

In simulation, (r,,«,d,i) = (0.01,0.8,30,30). In experiment, (r,,a,d,i) =
(0.01, 0.8, 20, 20).
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3 Hardware Setting

3.1 Hardware

The hardware system consists of a 18mm objective lens (Olympus RMS10X), a
coded aperture (mask), two relay lens (Olympus RMS4X 45mm and Thorlabs
AC254-050-A-ML 50mm), a dispersive prism (Edmund 43649) and a detector
(Basler acA2000-340km). The detector has 2048 x 1088 pixels with the pixel pitch
of 5.5 pm and supports 12-bit depth.

3.2 Wavelength

The system is calibrated by a 660nm laser. Two edgepass filters are used to limit
the spectral range of the system to 450-650 nm. In this range, the prism with
30° apex produces 54-pixel dispersion. By calibrate the prism, we determine the
28 spectral channels with wavelengths: {453.3, 457.6, 462.1, 466.8, 471.6, 476.5,
481.6, 486.9, 492.4, 498.0, 503.9, 509.9, 516.2, 522.7, 529.5, 536.5, 543.8, 551.4,
558.6, 567.5, 575.3, 584.3, 594.4, 604.2, 614.4, 625.1, 636.3, 648.1}nm.

3.3 Mask capture

The mask is captured by a uniform illumination with a 450nm source. The
physical size of the smallest mask code feature is twice larger than the detector
pixel (5.5um ). However, due to the different focal length of the two relay lens
(45mm and 50mm), the smallest mask code feature on the plane of the detector
is slightly larger than 2 x 2 pixels of detector.
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4 Attention Visualization

A-axis AttMap (28><28) Y-axis AttMap (64 x64) X-axis AttMap (64x64) Ground Truth (256x256) - RGB

Ground Truth
Hyperspectral

Fig. M 2. Attention maps visualization when reconstructing one sample

We visualize TSA by extracting the attention maps in the last TSA module.

Spectral: We reconstruct images with 28 channels. For each channel, the
attention from its neighbor channel (including the channel it self) is usually
stronger than the attention from the distant channels. As shown, each pixel
(m,n) indicates the attention from channel n to channel m and the pixels close to
the diagonal are usually have higher intensity. Comparing with the hyperspectral
image ground truth, the channel-wise attention value can be used to indicate
the correlation between two channels, i.e., high attention value indicates the
global/spatial image patterns of the corresponding two channels are similar to each
other, and low attention value indicates the image patterns of the corresponding
two channels are different from each other.

Spatial: The spatial attention is represented by the attention map for X-axis
(row-region-wise) and the attention map for Y-axis (column-region-wise). Due to
the limitation of GPU memory, we use attention map to represent the correlation
between the 4-by-4 non-overlapping regions to have more attention heads and
learn to model the correlation more comprehensively. Each region is cropped by
a 4-unit non-overlapping window. The pixel-wise attention map can be estimated
by the tensor product of these two attention maps in the same head. As shown
in Fig. for the pixels of the same color (or similar color, e.g., red and orange)
in RGB image, the attention among the corresponding columns is higher than
the columns of different color (e.g., red and blue) in RGB image. In contract,
since the image patterns in different row regions are similar with each other, the
intensities in X-axis map are not diagonal-centered.
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5 Noise Analysis

We have performed a noise analysis to campare the robustness of TSA-Net traind
with shot noise and Gaussian noise. We trained a TSA-Net on data stained by
shot noise (SN, 11 bit) and keep the same signal-to-noise ratio (SNR) with data
trained by Gaussian noise (GN, N(0, 0.011)) for fair comparison. We tested the
models on data with different level shot noise and Gaussian noise, and the results
are listed in Table. and Table. respectively. We observe that, for all
testing on data with shot noise, the performance of TSA-Net w/SN is better
than that of TSA-Net w/GN. When the SNR of training data is larger than the
SNR in testing, TSA-Net w/SN is better and robust to GN. Otherwise, there
are significant performance drop for both model while TSA-Net w/GN is a bit
better.

We further compare the results of TSA-Nets w/SN and w/GN on real data,
which have the same SNR, as shown in Fig. It can be seen that the TSA-Net
w/SN reconstructions have less artifacts, which shows injecting shot-noise in
training is more effective than adding Gaussian noise for our system.

Table M1. Results of testing on data with different level shot noise

10-bit SN
28.08, 0.841
27.53, 0.818

12-bit SN
28.55, 0.856
27.91, 0.828

11-bit SN
28.35, 0.849
27.79, 0.824

w /0 noise
28.69, 0.859
28.03, 0.835

Testing noise
TSA-Net w/SN
TSA-Net w/GN

Table M2. Results of testing on data with different level Gaussian noise

Testing noise

w /0 noise

GN(o = 0.01)

GN(o = 0.02)

GN(o = 0.05)

GN(o =0.1)

TSA-Net w/SN

28.69, 0.859

27.89, 0.833

26.85, 0.781

23.50, 0.660

19.67, 0.528

TSA-Net w/GN

28.03, 0.835

27.71, 0.829

27.24, 0.803

24.58, 0.709

20.12, 0.542

551.4nm

TSA-Net
w/ SN

TSA-Net
w/ GN

594.4 nm

636.3 nm

RGB image

L Nel iy I

Measurement

551.4 nm

594.4 nm

Fig. M3. Real data: The reconstructed images (256 x 256) using TSA-Net trained with
shot noise and Gaussian noise.

636.3 nm

RGB image

Measurement
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6 Results

6.1 Simulation Results

Fig. show the simulation results with 28 spectral channels for 10 scenes
from KAIST. Truth, measurements, and RGB images are shown for reference.
We compare the proposed TSA-Net with the A-net [5] and HSSP [6] algorithms
and list the corresponding PSNR and SSIM.

6.2 Real Data

Fig. show the RGB images, measurements and the reconstructed 28
spectral channels for four real scenes with a size of 660 x 660 pixels captured by
our system. We compare the proposed TSA-Net with TwIST [1], GAP-TV [g],
and DeSCI [4] algorithms.

Fig. show the RGB images, measurements and the reconstructed 28
spectral channels for two scenes with a size of 256 x 256 pixels croped from the
captured large scale scenes. We compare the results of deep learning methods,
including TSA-Net trained with and without shot noise, the A-net and HSSP
algorithms.
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RGB image

Measurement

J

Truth
(PSNR, SSIM)

h-net
(30.35,0.868)

Fig. M4. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 1. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.

HSSP
(31.07,0.852)

TSA-net
(31.53,0.890)
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Fig. M5. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 2. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.

TSA-net
(26.71,0.857)

A-net
(25.71,0.823)

HSSP
(26.30,0.798)
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TSA-net
(29.76, 0.916)
h-net
(28.45, 0.883)
HSSP
(29.00, 0.875)

Fig. M6. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 3. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.
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RGB image

Fig. M7. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 4. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.

Measurement

Truth
(PSNR, SSIM)

TSA-net
(39.50, 0.952)

A-net
(36.55,0.917)

HSSP
(38.24,0.926)
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RGB i image
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(28.61, 0.880)
A-net
(27.70,0.852)
HSSP
(27.98,0.827)

Fig. M8. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 5. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.
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RGB image
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TSA-net
(30.98, 0.893)

A-net
30.12(,0.849)

HSSP
(29.16,0.823)

Fig. M9. Simulation: RGB image, measurement, ground truth and reconstructed results
by TSA-Net, A-net, and HSSP for Scene 6. The PSNR in dB and SSIM for the result
images are shown in the parenthesis.
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TSA-net
(25.00, 0.887)

A-net
(23.51,0.845)

HSSP
(24.11,0.851)

Fig. M10. Simulation: RGB image, measurement, ground truth and reconstructed
results by TSA-Net, A-net, and HSSP for Scene 7. The PSNR in dB and SSIM for the
result images are shown in the parenthesis.
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RGB image

-
T

Measurement

(PSNR, SSIM)

TSA-net
(29.57,0.880)

A-net
(28.33,0.846)

(27.94,0.831)

Fig. M11. Simulation: RGB image, measurement, ground truth and reconstructed
results by TSA-Net, A-net, and HSSP for Scene 8. The PSNR in dB and SSIM for the
result images are shown in the parenthesis.
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RGB image

Truth /] !

(PSNR, SSIM) |
1

TSA-net

(29.81,0.901)
!

A-net

(28.40,0.857)

Fig. M12. Simulation: RGB image, measurement, ground truth and reconstructed
results by TSA-Net, A-net, and HSSP for Scene 9. The PSNR in dB and SSIM for the
result images are shown in the parenthesis.

Measurement

HSSP
(29.14,0.822)



18 Meng Z., Ma J. and Yuan X.

RGB image

Measurement

Truth
(PSNR, SSIM)

TSA-net
(28.23,0.841)

A-net
(27.18,0779)

HSSP
(26.44,0.740)

.

Fig. M13. Simulation: RGB image, measurement, ground truth and reconstructed
results by TSA-Net, A-net, and HSSP for Scene 10. The PSNR in dB and SSIM for the
result images are shown in the parenthesis.
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RGB image

TwIST

GAP-TV

DeSCI

TSA-Net

Fig. M14. Real data: RGB image, measurement and reconstructed results by TwIST,
GAP-TV, DeSCI and TSA-Net for scene 1.
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RGB image
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Fig. M15. Real data: RGB image, measurement and reconstructed results by
TwIST, GAP-TV, DeSCI and TSA-Net for scene 2. Please refer to the video files
“Video_lego.mp4”.
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RGB image

Measurement

~ 3

TwIST

GAP-TV

DeSCI

TSA-Net

Fig. M16. Real data: RGB image, measurement and reconstructed results by
TwIST, GAP-TV, DeSCI and TSA-Net for scene 3. Please refer to the video files
“Video_plant.mp4”.
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TwIST

GAP-TV

DeSCI

TSA-Net

Fig. M17. Real data: RGB image, measurement and reconstructed results by TwIST,
GAP-TV, DeSCI and TSA-Net for scene 4.
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RGB image TSA-Net W| SN
Measurement .
- /
:

A-net

Fig. M18. Real data: RGB image, measurement and reconstructed results by TSA-Net
trained with and without shot noise, as well as A-net and HSSP.
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§B image TSA-Net W| SN
Measurement

Fig. M19. Real data: RGB image, measurement and reconstructed results by TSA-Net
trained with and without shot noise, as well as A-net and HSSP.
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