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1 Video Link

A video rendering a smooth camera trajectory for the ICL-NUIM dataset and a
discretized camera trajectory for the NYU dataset, as well as additional qualita-
tive results, is available at the following URL: https://youtu.be/Ja9jCPxR744.

2 Ablation Study

To demonstrate the importance of the coarse network, we trained RefineNet
without the coarse network input (RGBD input only) and show in Table 1 that
it performs significantly worse than the full system on the NYU V2 dataset.
While the performance of the coarse network is quantitatively similar to invsfm
[?], it is qualitatively very different and provides orthogonal information. The
coarse network recovers the main structure of the scene, that is, the spatial
layout, while RefineNet fills in the details for realism.

Table 1. Ablation study for the coarse network.

Max Points MAE ↓ PSNR ↑ SSIM ↑
invsfm >20000 0.15 14.5 0.54

Ours-RefineNet-
Only

4096 0.16 13.8 0.38

Ours-Coarse 4096 0.15 14.3 0.41

Ours-Refined 8192 0.12 16.4 0.57

https://youtu.be/Ja9jCPxR744
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