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In this part, we introduce more details in our paper, and show more results
on additional experiments. We 1). introduce the details of the classification task
and the parameters searching range in our experiments, 2). give and analyse
the detailed results on CMU-MOSEI, 3). show how the sliding stride effects the
performance and 4). show how our approach performs on other metrics.

1 Experiment settings

Below we introduce the details of our experiments in the paper. Similar to the
work in [2], we try to learn a mapping from multimodal data to regression
value ranging from [−3, 3]. Loss function is calculated by Mean Absolute Error
(MAE) for all models, and additional norm-induced regularization is added in
T2FN and our TPFN for low-rank constrain. The binary accuracy is obtained
with the decision boundary y = 0. We then select hyper-parameters that can
achieve the maximum mean binary classification accuracy. The hyper-parameter
search range is listed in Table 1. To be fair, all data under each p is the same for
all methods. To be reproducible, results on TPFN and TPFN/reg are obtained
with random seed 0.

Table 1. Hyper-parameter search range statistics in our experiments

Hyper-parameter Search range
Hidden units for acoustic 8, 16 Hidden units for visual 4, 8, 16
Hidden units for language 64, 128 Dropout probability 0.0, 0.1, 0.3, 0.5

Learning rate 0.0003, 0.001, 0.003 Rank 4, 8, 12, 16, 24, 32
Batch size 4, 16, 64, 128 Decay on learning rate 0.0, 0.01, 0.001

? Equal contribution.
?? Feng Duan is the main corresponding author.
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Fig. 1. Results of CMU-MOSEI on TPFN, TPFN/reg, T2FN and HPFN.
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Fig. 2. Comparison on CMU-MOSI as stride varies in the random drop task and the
structured drop task

2 Details on CMU-MOSEI

We give the results on CMU-MOSEI under all p in Fig. 1. Unlike the remarkable
results on CMU-MOSI, our TPFN achieve an averagely better results on CMU-
MOSEI. It is because the CMU-MOSEI is such a big dataset that numerous
entries are still retained even if p = 0.9, and therefore the results are relatively
stable for all models we compare with.

3 Effect of stride

To show the effect on performance of the sliding stride, we keep all parameters
unchanged except for the stride. We change the it from {1, 2, 3, 4, 5}, and results
are shown in Fig. 2.

As shown in Fig. 2, the performance declines as stride grows. It is expected
because a larger stride means we sample from Mt and apply less data from the
series to calculate M .
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Fig. 3. Metrics of CMU-MOSI on structured drop task. Results of (a) Mean absolute
error, (b) accuracy of multiclass classification, (c) Pearson correlation and (d) F1 score
are reported. The marker points corresponds to the results when p = 0.1, 0.5, 0.9
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Fig. 4. Metrics of CMU-MOSI on structured drop task. Results of (a) Mean absolute
error, (b) accuracy of multiclass classification, (c) Pearson correlation and (d) F1 score
are reported. The marker points corresponds to the results when p = 0.1, 0.5, 0.9
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4 Other metrics on CMU-MOSI.

The same as previous works [1, 2], we will give the results on other metrics
on CMU-MOSI in this part. We report F1 score, MAE, Pearson correlation
(Corr) and the accuracy of multiclass classification (ACC-7, 7 is the number
of classes) in Fig. 3 and 4. Higher values denote better performance for all
metrics except for MAE. Overall, our TPFN also fares best in all these metrics.
More supplemental materials and codes are available in the webpage https:

//qibinzhao.github.io.

https://qibinzhao.github.io
https://qibinzhao.github.io
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