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Abstract. Multimodal sentiment analysis (MSA) has been widely inves-
tigated in both computer vision and natural language processing. How-
ever, studies on the imperfect data especially with missing values are
still far from success and challenging, even though such an issue is ubiq-
uitous in the real world. Although previous works show the promising
performance by exploiting the low-rank structures of the fused features,
only the first-order statistics of the temporal dynamics are concerned. To
this end, we propose a novel network architecture termed Time Prod-
uct Fusion Network (TPFN), which takes the high-order statistics over
both modalities and temporal dynamics into account. We construct the
fused features by the outer product along adjacent time-steps, such that
richer modal and temporal interactions are utilized. In addition, we claim
that the low-rank structures can be obtained by regularizing the Frobe-
nius norm of latent factors instead of the fused features. Experiments
on CMU-MOSI and CMU-MOSEI datasets show that TPFN can com-
pete with state-of-the art approaches in multimodal sentiment analysis
in cases of both random and structured missing values.

Keywords: Multimodal Sentiment Analysis, Multimodal Learning, Ma-
trix/Tensor Decomposition, Incomplete Data

1 Introduction

Multimodal learning is recently one of the increasingly popular yet challenging
tasks in both computer vision (CV) [1,12,14], and natural language process-
ing (NLP) [5,52]. As its important application, multimodal sentiment analysis
(MSA) is to predict the categories or intensity of the sentiment by jointly mining
the data with various modalities, e.g., visual, acoustic and language [44,50,51].

Although approaches on MSA have been well developed in an ideal situa-
tion, the imperfectness of the data is still a challenge we have to face in the real
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Fig. 1. Comparison between T2FN [23] and TPFN (our method). In the proposed
model, we concatenate the features along adjacent k time-steps. In the fusion phase,
the out product is implicitly applied to avoid the additional computational/storage
consumption, and the corresponding weight tensor is also assumed with the low-rank
CP format.

world, especially when there are missing values at unknown locations caused
by mismatched modalities or sensor failures [35,40]. Recently, Liang et al. [23]
demonstrates that the representation obtained from incomplete data has the low-
rank structure in MSA, proposing a low-rank regularization based model termed
temporal tensor fusion network (T2FN) against the bias caused by missing val-
ues. Despite the method achieves robust implementation against the imperfect
data, there are still two aspects we can go further: 1) T2FN fully captures the
interactions among all modalities of the data yet fails to exploit the data dynam-
ics across the temporal domain and 2) the outer product is explicitly applied in
the model, which would lead to heavy consumption of memory resources when
increasing the time-steps or feature dimension.

To this end, we propose a novel model termed Time Product Fusion Net-
work (TPFN) for the issue of incomplete MSA. Compared to previous works,
TPFN 1) captures additional interactions among different time-steps to exploit
higher-order statistics of temporal dynamics, and 2) alleviates the issue of the
unacceptable model size by approximating the weight tensor using the well-known
CANDECOMP/PARAFAC (CP) decomposition [21]. For the latter, we theoret-
ically claim that the low-rank structure of the fused features can be controlled
by the Frobenius norm of the latent factors. It allows us to avoid the explicit
calculation of the outer product used in [23]. Fig. 1 gives the schematic diagram
to demonstrate the difference between T2FN and the proposed TPFN. As shown
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Table 1. Comparison of the outer-product-based methods. Each column corresponds
one characteristic of the methods, where “Decomposition” indicates whether exploit-
ing matrix/tensor decomposition for dimension reduction and “Low-rankness” means
whether the low-rankness of features is considered in the model.

Methods Decomposition Temporal dynamics Imperfect data Low-rankness

TFN [49] 7 7 7 7

LMF [26] 3 7 7 7

HFFN [28] 7 7 7 7

HPFN [19] 3 3 (high-order) 7 7

T2FN [23] 7 3 (low-order) 3 3

TPFN(ours) 3 3 (high-order) 3 3

in Fig. 1, we construct the interaction among features by implicitly exploiting
the outer-product along the adjacent time-steps. As for the learnable weights
in the model, we apply the low-rank CP format to reducing the required model
size.

1.1 Related Works

Multimodal sentiment analysis. The studies on sentiment analysis (SA) are
started from 2000s [34], and widely discussed in the NLP community [7,24,36,39].
Its extension, multimodal sentiment analysis (MSA), recently attracts more at-
tention as the visual and audio features are capable of significantly improving
the prediction performance compared to the conventional SA [31]. As a mul-
timodal learning task, the core issue on the MSA study is how to efficiently
fuse the features from multiple modalities [15,31,45,43,52]. In the existing meth-
ods, the outer-product-based fusion strategy shows impressive performance with
very neat model [2,23,19,26,28,49]. The basic idea behind those methods is to ex-
ploit the outer-product to obtain the high-order statistics of features. The fused
features reflect rich information about the interaction among multiple modali-
ties. Table 1 compares several important characteristics of the state-of-the-art
methods based on outer-product. As shown in Table 1, only T2FN [23] and our
method can deal with the imperfect data, while other methods generally assume
that both the training and test datasets are ideal. Compared to T2FN, our
method takes the high-order statistics of temporal dynamics into account and
further applies matrix/tensor decomposition on weights to reducing the number
of parameters. Although there have been several studies on developing robust
models for multimodal learning [6,25,29,40], they cannot trivially applied to the
MSA task due to the difference of specific tasks and data.
Low-rankness in robust learning. Low-rank approximation is a collection of
well-known methods to cope with the issue on the imperfect data like noise [13,32]
and incompleteness [18,22,42,48]. The existing low-rank approximation methods
can be roughly split into two categories: (a) matrix/tensor decomposition [8,17,41]
and (b) nuclear norm minimization [11,16,27]. On the other side, in the studies
on artificial neural networks (ANN), the low-rank assumption is generally im-
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posed on weights for model compression [33,46] or for alleviating the overfitting
issue [3,4]. Except for T2FN [23], there is seldom work in ANN to apply the
low-rank regularization directly to feature maps for robust learning. Inspired by
the prior arts, we also apply the low-rank regularization to coping with the im-
perfect data issue. However, we highlight the difference from T2FN that in this
work the low-rank structure is obtained by regularizing the Frobenius norm of
the latent factors instead of on the fused features as T2FN does. The new trick
allows us to avoid the additional requirement on computation and storage of the
model.

2 Preliminaries

To be self-contained of the paper, we concisely review the necessary multilinear
algebra and operations, which play important roles to understand our model.
Notation. We use italic letters like a, b, A,B to denote scalars, boldface low-
ercase letters like a,b, ... to denote vectors, boldface capital letters A, B, ...
to denote matrices and calligraphic letters like A,B, ... for tensors of arbitrary
order. Time series are denoted by the underlined italic capital letters, e.g.,
A = {A1, . . . ,AT }. The operation “◦” denotes the element-wise product, “

⊗
”

denotes outer product of vectors and “·” denotes the matrix-tensor product.
More details on multi-linear operations are given in [10] and the references
therein.
CP format. In our model, we apply the well-known (CP) decomposition [8,17]
to representing the weights in the last layer of the proposed network. Specifically,
CP decomposition is to represent a tensor as a finite sum of rank-1 factors
constructed by the outer products of vectors. Given an pth-order tensor W and
the factor matrices W(p), p ∈ [P ] , the CP decomposition of W is given by:

W =

R∑
r=1

P⊗
p=1

w(p)
r , (1)

where R denotes the CP-rank ofW3, and w
(p)
r denotes the r-th column of W(p).

Note that if P = 2 then Eq. (1) is degenerated into the trivial product of two
factor matrices, i.e.,

W =

R∑
r=1

2⊗
p=1

w(p)
r = W(1)W(2),>, (2)

where ·> denotes the transpose operation of a matrix. In the rest of the paper,
we also need to exploit the tensor nuclear norm ‖W‖∗, the dual norm of tensor
spectral norm, to introduce a more efficient low-rank regularization into the
model. As introduced in [37], the tensor nuclear norm is a good surrogate of

3 Without ambiguity, we also use the notion of CP-rank to represent the number of
rank-1 factors used in matrix/tensor approximation.
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Fig. 2. Details of our TPFN with k = 2 and stride as 1. Three Modules are involved in
our model: The Pre-process LSTM, the Time Product Fusion Module and the Low-rank
Inference Module. Low-rank regularization is applied on the multimodal representation

tensor rank. It therefore implies that bounding the nuclear norm generally results
in a low-rank regularization.

Problem setting. In this paper, we consider the MSA task as a multimodal
learning problem. Specifically, we assume a sample in the task to be a triple
(A, V , L), where A = {A1, . . . ,AT }, V = {V1, . . . ,VT } and L = {L1, . . . ,LT }
denote the time series of the length T w.r.t. the acoustic, visual and language
data, respectively. The goal of our work is hence to learn a mapping from the
multimodal data to an output associated with a specific task, such as classifica-
tion or regression. Mathematically, we would like to learn a composite function

ŷ = f (φa(A), φv(V ), φl(L)) , (3)

where φa, φv and φl denotes the sub-mappings from the raw data to the features,
and the function f includes the fusion phase and the mapping from the fused
features to targets. As in the previous works of MSA, φa, φv and φl generally
consist of deep neural networks like CNN [20] and RNN [30] to embed the raw
data into the feature space. We also adopt the same architecture yet put the
main focus on developing robust and efficient fusion method, i.e. the function
f(·) in Eq. (3).
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3 Time Product Fusion Network

The architecture of the proposed time product fusion network (TPFN) is shown
in Fig. 2, where the whole network can be divided into three aspects: (a) pre-
process LSTM, (b) time product fusion (TPF), and (c) low-rank inference mod-
ule (LIM). Note that the aspect (a) corresponds the sub-mappings φa, φv and
φl in Eq. (3), while the function f consists of the modules TPF and LIM. In
addition, we also study a new low-rank regularization term to tackle the issue of
imperfect data. Because we follow the basic structures as [23] in the pre-process
LSTM module, below the focus of the paper is mainly on the rest and the new
regularization strategy.

3.1 Main Idea: Outer Product through Time

To investigate the additional statistics of the feature dynamics, we construct the
fusion operation by imposing the outer products among adjacent time-steps. In
the MSA task, assume that we obtain the multimodal features per T time-steps
by the sub-nets φa, φv and φl in Eq. (3), where the features are denotes by the
matrices A ∈ Rda×T for acoustic, V ∈ Rdv×T for visual, and V ∈ Rdv×T for the
language modal, respectively. Let at, vt, and lt be the t-th column of A, V and
L, respectively, then we first concatenate the features from all modalities for the
given time-step t ∈ [T ]:

z>t = [a>t ,v
>
t , l
>
t ] ∈ R1×L, (4)

where L = da + dv + dl. As shown in Eq. (4), all features in the t-th step are
involved in the concatenated vector zt. Next, to model the interaction across
time-steps, we construct enhanced vectors w.r.t. zt by further concatenating the
adjacent time-steps, i.e.,

ze,>t = [1, z>t , ..., z
>
t+k−1] ∈ R1×(kL+1), k > 0, t ∈ [T ], (5)

where the element “1” is also padded to retain the intra-modal correlation for
each modality. Using Eq. (4) and (5), the tth-step ingredient of the fused features
is therefore calculated as

Mt = zt ⊗ zet = zt ⊗ [1, zt, . . . , zt+k−1] ∈ RL×(kL+1). (6)

Note that Mt can be divided into three chunks: zt
⊗

1, zt
⊗

zt , and zt
⊗

zt+i .
The first chunk keeps the unimodal information by the product with the identity.
The second chunk is to model the inter-modality interaction in the local step,
and the third attempts to explore the dynamics across time.

More interestingly, the calculation of Mt for all t ∈ [T−k+1] is equivalent to
sliding a window of the size k along the temporal domain. As shown in Fig. 2, we
first collect the features from all modalities together by concatenation, and then
use a window of the size k and stride 1 to slide the concatenated features from top
to bottom. For each step, we extract the features contained in the window and
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employ the outer-product to fuse the features. With the time window sliding, all
intra-modality and inter-modality dynamics will be involved. As a special case,
if k is set to 1, i.e. ze>e = [1, z>t ], only the interaction within a local time-step
would be captured.

At last, we conduct the pooling by summation on all Mt’s to obtain the
final fused features. If we define the factor matrices Z = [z1, z2 . . . , zT−k+1] and
Ze = [ze1, z

e
2, ..., z

e
T−k+1 ], then the fused feature matrix can be written as

M =

N∑
t=1

Mt = ZZe,> ∈ RL×(kL+1), (7)

where N = T − k + 1. In summary, the feature matrix M in our model reflects
the interaction across not only multiple modalities but also time steps, which
supplies more information to tackle the issue of imperfect data compared to
T2FN [23].

However, it leads to troubles if we directly use M in Eq. (7) as the inputs of
the sequential layers. It is because the size of M quadratically grows when in-
creasing L, which equals the sum of dimension of features through all modalities.
To alleviate such an issue, we will show in the following section that the accept-
able feature size can be obtained by leveraging the inherent low-rank structure
of M.

3.2 Low-rank Inference Module

Below, we introduce the low-rank inference module (LIM), which not only maps
the “fused features” to the final output but also avoids using numerous param-
eters in the model.

Consider a collection of affine functionals gi(·), i ∈ [do], each of which maps
a feature matrix to a scalar. Given i, the functional can be thus written as

gi (M; Wi, bi) = 〈Wi,M〉+ bi, (8)

where 〈·, ·〉 denotes the trivial inner product, and Wi ∈ RL×(kL+1) and bi denote
the weight and bias in the context of neural networks, respectively. Note that a
large size of the feature matrix M also leads to the weight Wi with the same
size, which would be unaffordable in practice. To tackle the issue, we decompose
Wi, ∀i as the aforementioned CP format of the rank equaling R. As given in
Eq. (1) and (2), the weights can be decomposed as

Wi = W
(1)
i W

(2),>
i =

R∑
r=1

w
(1)
i,r ⊗w

(2)
i,r , (9)

where w
(j)
i,r , j = 1, 2 denotes the r-th column of W

(j)
i . Note from Eq. (7) and

(9) that both Wi and M can be expressed by summation on outer products of
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two vectors shaped RL and RkL+1. Hence we modify Eq. (8) as

ŷi = gi (M; Wi, bi) =

〈
R∑

r=1

w
(1)
i,r ⊗w

(2)
i,r ,

N∑
t=1

zt ⊗ zet

〉
+ bi

=

R∑
r=1

N∑
t=1

tr
(

(w
(1)
i,r ⊗w

(2)
i,r )>(zt ⊗ zet )

)
+ bi

=

R∑
r=1

N∑
t=1

(w
(1)>
i,r · zt)(w(2)>

i,r · zet ) + bi

=

〈
W

(1),>
i Z︸ ︷︷ ︸
R×N

,W
(2),>
i Ze︸ ︷︷ ︸
R×N

〉
+ bi

, (10)

where tr(·) denotes the trace function, and the equality in the third line is
obtained due to the cyclic property. At last, ŷ> = [ŷ1, ŷ2, . . . , ŷdo ]> gives the
final output of the proposed network. As shown in Eq. (10), ŷi is obtained by

calculating the inner product between W
(1),>
i Z and W

(2),>
i Ze, of which the size

R×N would generally far smaller than the size L× (kL+1) w.r.t. M, especially
when L is large (it usually happens when dealing with multimodal data including
visual and linguistic features). As for the computational complexity, Eq. (10)
results in O(kRNL), while totally O(kNL2) is needed if we directly calculate
the feature matrix M and use Eq. (8) to obtain the output. In the experimental
section, we will also empirically prove that the proposed TPFN incorporates
more interactions across the temporal domain yet with fewer parameters due to
our low-rank inference module.

3.3 Low-rank Regularization

As mentioned in T2FN [23], the existence of missing values would increase the
rank of the fused feature matrix M. Inspired by the claim, we also impose the
low-rank regularization into the model to handle the issue of imperfect data.
However, unlike regularizing the Frobenius norm of M directly, we argue that
the rank can be bounded by the norm of its latent factor matrix Z.

To do so, we first introduce the key lemma, which appears as Lemma 1
in [38] and is popularly used in collaborative filtering [47]. Assuming a matrix
X ∈ Rm×n, we have

Lemma 1 (from [38]) Assume matrix X ∈ Rm×n, which can be represented
by arbitrary decomposition X = UV>, then we have

‖X‖∗ = min
U,V
‖U‖F ‖V‖F , s.t.X = UV>. (11)

Lemma 1 implies that the nuclear norm of the matrix X is upper bounded by the
product of Frobenius norm of its factor matrices. Using Lemma 1, we propose
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the claim that the nuclear norm of M defined in Eq. (7) is upper bounded by
the Frobenius norm of Z. Specifically,

Claim 1 Define the matrices M and Z as above, then the following inequality
holds:

‖M‖∗ ≤
√
N + k‖Z‖F ‖Z‖F . (12)

The proof is trivial by exploiting the relation ‖Ze‖2F ≤ N + k‖Z‖2F . Since the
matrix nuclear norm is the convex envelope of matrix rank [37], Claim 1 implies
that the rank of the feature matrix M would be “controlled” by the Frobenius
norm of its factor matrix Z. More importantly, Claim 1 allow us to avoid ex-
plicitly calculating the fused matrix M for the low-rank regularization yet the
model still results in the robustness against the imperfect data. Therefore, in
our model we multiply ‖Z‖F with a norm factor λ (tuning parameter) and add
it to the loss function as regularization to train the network.

4 Experiments

Dataset. We evaluate our method on two datasets: CMU-MOSI [53] and CMU-
MOSEI [54]. CMU-MOSI is a multimodal sentiment analysis dataset containing
93 videos, which are then split into 2,199 short video clips by sentence. CMU-
MOSEI is a dataset that can be applied to both emotion recognition and senti-
ment analysis, and it is the largest dataset on multimodal sentiment analysis at
present. It contains 23453 labeled movies collected from 1000 different speakers
in YouTube, covering 250 hot topics. CMU-MOSI and CMU-MOSEI datasets
we use are pre-trained by the methods in [9] and [54], respectively 4. Dataset
statistics are shown in Table 2.

Table 2. Dataset statistics of CMU-MOSI and CMU-MOSEI. Number of samples
and size of features for each modality are listed.

Number of Samples Size of Features

Train Val Test Acoustic Visual Language

MOSEI 15,290 2,291 4,832 74 35 300
MOSI 1,284 229 686 5 20 300

Incompleteness modelling. Like [23], we exploit two strategies for dropping
the data to simulate the incompleteness, i.e. random drop and structured drop.
Given the missing percentage p ∈ {0.0, 0.1, ..., 0.9}, we i.i.d. drop the entries of
the data at random for the former, and randomly remove the whole time step
for the latter.

4 See http://immortal.multicomp.cs.cmu.edu/raw_datasets/processed_data/.

http://immortal.multicomp.cs.cmu.edu/raw_datasets/processed_data/
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Table 3. Comparison of classification accuracy (ACC-2) and the total number of
parameters used in the model for the CMU-MOSI task. RD and SD represent the
random and structural drop task, respectively. The “Low”, “Medium” and “High”
columns correspond the missing percentage equaling 0.1, 0.5, 0.9, respectively. The
“Params” column shows the number of parameters used in the methods.

Task Method Low Medium High Params

RD

TFN 0.7361 0.7172 0.4475 759,424
LMF 0.7346 0.7317 0.5218 2,288

HPFN 0.7565 0.6982 0.5568 4,622,039
T2FN 0.7769 0.7113 0.5962 19,737

TPFN/reg(ours) 0.7638 0.7594 0.5845 8,652
TPFN(ours) 0.7915 0.7609 0.6559 19,488

SD

TFN 0.7317 0.6880 0.5758 390,784
LMF 0.7346 0.7128 0.5976 792

HPFN 0.7463 0.7186 0.6151 1,168,247
T2FN 0.7478 0.7142 0.6137 19,737

TPFN/reg(ours) 0.7682 0.7288 0.6151 11,360
TPFN(ours) 0.7594 0.7434 0.6516 7,344

General setting. We select the window size k from {1, 2, 3, 4, 5}, and keep
the stride equalling 1. The CP-rank r is tuned from {4, 8, 12, 16, 24, 32} and
regularization parameter λ (if has) is tuned from {0.0, 0.0001, 0.001, 0.003, 0.01}.
The hidden size of the pre-process LSTM is selected from {8, 16}, {4, 8, 16},
{64, 128} for acoustic, visual and language, respectively. We train our method
for 200 epochs in all experiments and employ early stop when the model does
achieve the minimum loss on valid set for over 20 times. Adam Optimizer is used
in our paper and the learning rate is tuned from {0.0003, 0.001, 0.003}.
Goal. The aim of our experiments include two aspects: First, we demonstrate
the effectiveness of our methods on the incomplete multimodal sentiment anal-
ysis task, comparing with the results by the current state-of-the-art (SOTA)
approaches; Second, we discuss the impact of tuning parameters such as the
window size k, regularization parameter λ and the rank r on performance.

4.1 Performance on MOSI and MOSEI

For comparison, we implement TFN [49], LMF [26], HPFN [19] and T2FN [23]
as baselines to evaluate the performance of our TPFN method. We also show the
performance of TPFN without regularization (TPFN/reg), demonstrating that
the low-rank regularization does improve the performance on the incomplete
data. Table 3 and 4 show the classification accuracy (ACC-2) of the methods on
CMU-MOSI and CMU-MOSEI, respectively. We select the missing percentage
p = 0.1, 0.5, 0.9 to represent the low, medium and high incompleteness strength,
respectively. Also, we show in Fig. 3 the performance change of our method
under a full range of missing percentage p on CMU-MOSI dataset.
Results on accuray. Overall, our methods obtain the superior performance
among all methods. Similar results goes in CMU-MOSEI. Fig. 3 also shows that
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Table 4. Comparison of classification accuracy (ACC-2) and the total number of
parameters used in the model for the CMU-MOSEI task. RD and SD represent the
random and structural drop task, respectively. The “Low”, “Medium” and “High”
columns correspond the missing percentage equaling 0.1, 0.5, 0.9, respectively. The
“Params” column shows the number of parameters used in the methods.

Task Method Low Medium High Params

RD

TFN 0.7195 0.7193 0.6705 1,353,856
LMF 0.7307 0.7233 0.6684 1,208

HPFN 0.7371 0.7189 0.7119 1,295,895
T2FN 0.7394 0.7382 0.7104 18,785

TPFN/reg(ours) 0.7375 0.7297 0.7156 14,240
TPFN(ours) 0.7411 0.7367 0.7334 16,842

SD

TFN 0.7295 0.7121 0.6968 759,424
LMF 0.7313 0.7067 0.7057 1,304

HPFN 0.7311 0.7245 0.7003 1,296,423
T2FN 0.7350 0.7295 0.7173 9,945

TPFN/reg(ours) 0.7437 0.7301 0.7007 7,056
TPFN(ours) 0.7386 0.7382 0.7301 5,796

(b) Structured drop(a) Random drop

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Fig. 3. Classification accuracy on CMU-MOSI in the full range of the missing percent-
age. The marker points corresponds to the results shown in Table 3.

our method can maintain a relatively stable performance as missing percentage
increases. Meanwhile, it is shown that the low-rank regularization is helpful for
the task on incomplete multimodal data since TPFN without the reg. term
performs worse than the one equipped with the regularization. We can also see
from the “Params” that TFPN uses less number of parameters than T2FN
in the experiment. Although LMF used the least number of parameters, our
methods significantly outperforms LMF specifically when the missing percentage
is high.
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Fig. 4. Comparison on CMU-MOSI as k varies in the random drop task and the struc-
tured drop task.

4.2 Effect of Time Window Size k

To investigate how the performance changes as the time window size k varies,
we keep all parameters in Sec. 4.1 except for k, and conduct the random and
structured drop task on CMU-MOSI. The results are given in Fig. 4.

It can be observed when the missing percentage p is small, that the accuracy
floats within a limited range as k varies in [1, 2, 3, 4, 5], which indicates that our
method is relatively robust with respect to k values in those cases. While in the
case with high missing percentage, a suitable value of k can remarkably improve
the performance in both tasks. We infer that choosing suitable k can help the
method to“see” more information when the modalities get sparse. Assume that
at is missing yet vt and lt are not, setting k = 1 implies that the visual and
language modality can hardly interact with the acoustic one in the t-th step,
while a bigger k incorporates additional information of modalities from the ad-
jacent time-steps (such as at+1), allowing exploring the inter-modality dynamics.
Generally, k = 1 means the dynamics across time is neglected, while more inter-
actions would be taken into account for a larger k. Note that the performance
tends to degradation when the given k is too large as shown in Fig. 4. We conjec-
ture that the domination by dynamics across time weakens the local dynamics.
As Eq. (6) shows, only zt

⊗
1 and zt

⊗
zt contain the interaction within time-

steps. When k increasing, more correlations between series are involved, leading
to the weakness on local dynamics.

4.3 Effect of Regularization Parameter λ

We keep all parameters used in Sec. 4.1 unchanged except for λ, and conduct
the random and structured drop task on CMU-MOSI. Results are shown in Fig.
5.

As shown in Fig. 5, TPFN is stable with the change of λ, yet a suitable value
of λ is indeed able to improve the performance compared to the one without the
low-rank regularization (λ = 0). As our aforementioned discussion, the regular-
ization on ‖Z‖F is able to bound the low-rank structure of the fused features,
and therefore results in the “restored” features, which is closer to the clean fea-
tures than their incomplete counterparts. However, when λ gets too large, the
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Fig. 5. Comparison on CMU-MOSI as λ varies in the random drop task and the struc-
tured drop task.
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Fig. 6. Performance on CMU-MOSI as the rank r varies. The results are obtained by
averaging the all missing percentage and varying the CP-rank r from 1 to 100.

loss function would be dominated by the regularization terms, and therefore de-
grades the performance as the result. Note that the significant improvement by
the regularization term appears when the missing percentage is high. It is be-
cause the low-rank prior could guide the method to revise the bias by the severe
incompleteness of the features.

4.4 Discussion on CP-rank

To discuss how the CP-rank effects the performance, we also keep all parameters
in Sec. 4.1 except for r, and conduct the random and structured drop tasks on
CMU-MOSI. We use the mean value of accuracy obtained from 10 different
missing percentages to illustrate the overall performance, and the experimental
results are shown in Fig. 6, where the CP-rank r varies from 1 to 100.

It is shown that TPFN is robust with respect to the CP-rank r for both the
random and structural drop tasks. In other words, the performance seems not
to be remarkably influenced as the rank increases. The similar phenomenon has
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been discussed in the previous study on LMF [26]. More supplemental materials
and codes are available in the webpage https://qibinzhao.github.io.

5 Conclusions

The main focus of this paper is on a new fusion strategy for multimodal sentiment
analysis with the imperfect data. Compared to the existing outer-product-based
fusion methods, the proposed TPFN can capture the high-order dynamics along
the temporal domain by applying the outer product within time windows. Addi-
tionally, in the low-rank inference module, our method achieves the competitive
performance with less parameters than T2FN [23]. Also, we have introduced a
new low-rank regularization for the model. In contrast to T2FN, we have claimed
that the Frobenius norm regularization on the factor matrix can obtain a low-
rank fused feature matrix. In the experiments, We have not only shown that the
proposed method outperforms the state-of-the-arts, but also further discussed
how the window size k, the regularization parameter λ and the CP-rank r affect
the performance, showing that a moderate determination of tuning parameters
are helpful for the task with the incomplete data.
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