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Abstract. In order to summarize a content video properly, it is impor-
tant to grasp the sequential structure of video as well as the long-term
dependency between frames. The necessity of them is more obvious, es-
pecially for unsupervised learning. One possible solution is to utilize
a well-known technique in the field of natural language processing for
long-term dependency and sequential property: self-attention with rela-
tive position embedding (RPE). However, compared to natural language
processing, video summarization requires capturing a much longer length
of the global context. In this paper, we therefore present a novel input de-
composition strategy, which samples the input both globally and locally.
This provides an effective temporal window for RPE to operate and im-
proves overall computational efficiency significantly. By combining both
Global-and-Local input decomposition and RPE together, we come up
with GL-RPE. Our approach allows the network to capture both lo-
cal and global interdependencies between video frames effectively. Since
GL-RPE can be easily integrated into the existing methods, we apply it
to two different unsupervised backbones. We provide extensive ablation
studies and visual analysis to verify the effectiveness of the proposals.
We demonstrate our approach achieves new state-of-the-art performance
using the recently proposed rank order-based metrics: Kendall’s τ and
Spearman’s ρ. Furthermore, despite our method is unsupervised, we show
ours perform on par with the fully-supervised method.

Keywords: Video Summarization, Relative Position Embedding, Un-
supervised Learning.

1 Introduction

Video summarization is a task selecting keyframes from the untrimmed whole
video, and those selected keyframes should represent entire input video frames.
As content videos have recently begun to flood through various video platforms
such as Youtube, there is a growing demand for video summarization techniques.
In line with this demand, there have been a lot of video summarization-related re-
searches: conventional methods [20,10,25,17,16,18,12,24,13,15,31,6,23,8], super-
vised learning based methods [5,7,40,39,28,42,43,27], and recent unsupervised
methods [36,19,44,27,35,9,26].
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As the content video becomes longer, it is difficult to generate a video sum-
mary that takes into account the entire story of the video, without considering
the long-term dependency on the time axis. Therefore, previous methods that
focus mainly on semantic objects, action, motion, and diversity show clear limi-
tations. Even the latest LSTM-based methods [42,43,19] are vulnerable to long-
term-term dependency. Inspired by self-attention [33], one of the most widely
used technologies in the natural language processing (NLP) field [4,1,37], we try
to solve the long-term dependency problem for the content video summarization
in this paper. Furthermore, we incorporate relative position information [29] with
self-attention (RPE) to overcome shortcomings of self-attention not dealing with
the sequential properties in the video.

However, directly applying the self-attention to the entire video brings two
unfavorable issues in practice. First, the large dimension of the feature for each
frame inhibits an efficient relation computation. Second, due to the lengthy con-
tent video, long-term relation modeling becomes very challenging. A natural so-
lution to overcome these intractabilities is the decomposition of input video using
sampling. One may attempt to sample a certain amount of input video frames
sequentially. Though, in this case, the difference between the relative positions of
the last frame in the previous batch set and the first frame in the current batch
set could be large even though they are actually very close. Therefore, we instead
sample the input video frames, both locally and globally. The standard sequen-
tial sampling is the local sampling, whereas the stridden sampling corresponds to
global sampling. We see the local and global sampling methods compensate each
other and cancel out the errors caused by the previous naive solution. Combining
input decomposition with RPE, our method can successfully consider not only
the long-term dependency but also the sequential properties of content video
effectively. We call the proposed method Global and Local-Relative Position
Embedding (GL-RPE).

As far as we know, this work is the first attempt to apply self-attention with
relative position representation for unsupervised video summarization. Our GL-
RPE not only shows the state-of-the-art performance in the recently introduced
rank order statistics-based evaluation metric [21], but it can also be combined
with various backbone networks [19,9] for video summarization. Moreover, we
show that GL-RPE with an unsupervised method achieves better performance
than conventional supervised method [40]. Our contributions can be summarized
as follows:

1. To our best knowledge, it is the first time that self-attention with relative
position embedding is explored in the video summarization task.

2. We present a novel method called GL-RPE to handle both long-term depen-
dency and sequential properties of the content video effectively. Our proposed
method is general, thus can be easily integrated into the existing unsuper-
vised video summarization approaches.

3. We conduct extensive ablation studies and provide intuitive visual analysis
to validate the effectiveness of the proposed method.
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4. With the GL-RPE, we achieve new state-of-the-art performance in the re-
cently proposed rank order statistics-based metrics: Kendall’s τ and Spear-
man’s ρ. Notably, unsupervised learning approaches combined with GL-RPE
outperform existing supervised based approach.

2 Related Work

In this section, we review the most relevant works, including recent deep learning-
based video summarization approaches, and self-attention.

Supervised With the progress of deep neural network, supervised learning-
based video summarization approaches [40,42] emerged as a promising so-
lution and outperformed the previous hand-crafted feature-based meth-
ods [30,20,18,13,12]. Zhang et al. [40] firstly proposed a deep network for su-
pervised video summarization, using the datasets containing human-made an-
notations such as TVSum [30], OVP [2] and SumMe [6]. Also, the LSTM-based
models were introduced to handle a diverse range of temporal information. The
follow-up studies [42,43] proposed a hierarchical recurrent neural network that
is more powerful in exploiting long-term temporal dependency among frames.

Unsupervised Recently, unsupervised methods are receiving renewed attention
because video summaries are highly subjective and significantly lack human an-
imations in practice. Based on the assumption that features of good summary
can reconstruct the features of the full original video, Mahasseni et al. [19] pro-
posed a GAN-based method to supervise LSTM networks without human anno-
tations. In [44], Zhou et al.considered unsupervised video summarization task as
a sequential decision-making process. The authors then proposed an end-to-end
deep summarization network (DSN) using reinforcement learning. Jung et al. [9]
extend the work of [19] by introducing a two-stream network to handle both
local and global frames. Besides, the variance loss is designed to avoid a trivial
solution (i.e., identity mapping).

Self-attention Vaswani et al. [33] first introduced the concept of self-attention.
It captures long-range relations by explicitly attending to all the features in the
word sequence, which allows the model to build a direct relationship with other
long-distance representations. Due mainly to its powerful distant relation mod-
eling ability, it replaces commonly used recurrent architectures and is widely
adopted in various natural language processing tasks [4,1,37]. The proposed for-
mulation has been applied to other fields as well: object/action recognition [34],
image generation [38], and image restoration [41]. We also attempt to utilize
the self-attention for the unsupervised video summarization. However, we em-
pirically observe that directly applying self-attention does not give meaningful
improvement due to lengthy video frames. We thus propose to sample the video
frames globally and locally to make input compatible with self-attention and
improve the computational efficiency at the same time.
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Fig. 1: The overview of our approach, including both the backbone summariza-
tion model [19,9], and the proposed GL-RPE. First, the backbone network em-
beds the T video frames to T × 512 features. We then divide the input sequence
into a total of 4 segments globally and locally (we set to 4 for the illustration)
(Sec. 3.3). Each feature segment is refined with RPE (Sec. 3.1 and Sec. 3.2). The
enhanced features segments are merged back in the original order for the final
prediction.

Position Encoding Unlike RNN and LSTM, the self-attention cannot cap-
ture position information by design. This is critical, considering that the model
is otherwise is entirely invariant to the sequence order, which is harmful for
video summarization. To overcome this issue, we adopt relative position embed-
ding [29], which ensures translation-equivariance property and allows the model
to generalize unseen sequence length during training. We empirically confirm
that relative position indeed helps to capture the sequential properties of video
content, improving the video summarization performance further.

3 Proposed Method

In this section, we describe our key solution of the global-and-local relative posi-
tion embedding module. The module is designed to aggregate the global context
non-locally [33], and to be aware of the relative position between frames [29].
An apparent distinction with previous works [33,29,4] is that our target task
deals with videos that are relatively longer than the word sequences. In fact, we
observe that the direct application of the module to the video brings marginal
improvement. To make input compatible, we thus propose to decompose the in-
put video sequences into two scales, i.e., global and local. We then associate the
frames with the proposed module. We evaluate our method by integrating the
proposed module into the recent state-of-the-art unsupervised video summariza-
tion models; VAE-GAN [19] and CSNet [9]. The overview is shown in Fig. 1. We
show our approach can successfully extract global and local inter-frame depen-
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(a) (b)

Fig. 2: (a) Self-attention embedding (SAE). The input X is refined by self-
attention layers. (b) Relative position embedding (RPE). The input X is re-
inforced by considering relative positions. The ⊕ and ⊗ represent addition and
matrix multiplication respectively.

dencies, and thus it boosts the baseline performance significantly. We detail our
proposals below.

3.1 Video Self-Attention Embedding (SAE)

To capture and utilize the inter-frame relations, we design a module that is based
on the scaled dot-product attention [33,34]. The attention layer first transforms
an input feature into queries (Q), keys (K), and values (V) using linear embed-
ding matrices. The affinity matrix is then obtained through the matrix multipli-
cation of queries and keys. We then normalize the computed affinity matrix and
fetch the values based on it (see Fig. 2-(a)). Note that we squeeze the spatial axis
to only focus on extracting the temporal relations. The self-attention embedding
module can be expressed as:

y = softmax((Wθ x)T Wφ x)Wg x,

Z = x+Wz y,
(1)

where Wθ, Wφ, Wg, and Wz denote linear embedding layers. We apply SAE
to the outputs of LSTM in the base architectures. Since the past memories of
LSTM are diluted as time-step accumulates, we employ SAE to complement this
by its long-range temporal relation encoding ability.

3.2 Video Relative Position Embedding (RPE)

The original scaled dot-product attention does not explicitly model relative or
absolute position information in its structure. To alleviate the lack of position
information, we extend the SPE with relative position representation [29]. The
relative position representation satisfies the translation-equivariance property,
which is helpful when dealing with the sequence of frames, and also encourages
the model to generalize well on the unseen sequence length during training. By
incorporating the relative position, the module knows by how far two positions
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(a)

(b)

(c)

Fig. 3: The concept of proposed global-and-local decomposition. (a) Original
video frames with the according indices, (b) Local sampling of video frames, and
(c) Global sampling by skipping.

are apart in a sequence. This involves learning a relative position embedding for
each possible pairwise distance between query and key. We describe our method
below. First, the differences in frame indices between query and key are com-
puted. Then, the different wavelengths of sinusoid functions are utilized to embed
the relative distances. Finally, the encoded relative positions are embedded into
T ×T matrix as illustrated in Fig. 2-(b). Our relative position embedding (RPE)
can be formulated as follow:

RP(rpos,i+j) = sin(
rpos

freq((i+j)/d)
),

RP(rpos,i+j+1) = cos(
rpos

freq((i+j)/d)
),

a = (Wθ x)T Wφ x+RP,

y = softmax(a)Wg x,

Z = x+Wz y,

(2)

where rpos denotes relative positions between frames and is calculated as
j − i. d is set to 2T , and freq is set to 10000. Wθ, Wφ, Wg, and Wz are 1-D
convolutions.
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3.3 Global-and-Local Input Decomposition

To handle very long videos, we present a novel global-and-local input decompo-
sition technique. We begin by illustrating the basic case. Please refer the Fig. 3.
Consider the general case of Fig. 3-(a). As the length T of a sequence increases
(e.g., long-duration videos), the position embedding matrix of T × T becomes
proportionally large. This makes the model difficult to capture the fine-grained
relational features between the distant frames. In other words, the embedding
matrix becomes less discriminative. Moreover, in terms of model learning, only
the small subset of frames might dominate the learning process when a softmax
is used in a large matrix. Thus, we see it suffices to perform the computation
over a small fraction of frames. Motivated by our observation, we explore a
new approach to tackle these challenges; our key idea is to sample the frames
globally and locally and compute the relative position embedding for each sep-
arately. More specifically, for the global sampling, we skip the frames given the
fixed stride rate as shown in Fig. 3-(c). For the local sampling, we set sampling
stride to 1 as described in Fig. 3-(b). Then, we compute the relative position
embedding in parallel (i.e., both global and local), and finally, merge them back
to obtain the relative position embedding matrix. When the temporal size of an
input x is T , the global and local segments can be described as:

x = x1 ⊕ x2 ⊕ x3 ⊕ · · · ⊕ xT−1 ⊕ xT ,

xG(n,k) = xk ⊕ xn+k ⊕ x2n+k ⊕ · · · ⊕ xT−n+k,

xL(n,k) = xbTn (k−1)c+1 ⊕ xbTn (k−1)c+2 ⊕ · · · ⊕ xbTn kc
,

(3)

where ⊕ indicates the operation of concatenation along the temporal dimen-
sion, and n is the total number of segments, and k is a k-th feature in the
n-th segment. The global and local segments are denoted to xG(n,k) and xL(n,k)
respectively. We see the proposed input decomposition not only enhances the
computation efficiency but also facilitates the exploitation of global and local
inter-frame dependencies effectively.

3.4 Complexity Analysis

We combine Global-and-Local input decomposition with RPE, and come up
with our final model, GL-RPE. The global-and-local input decomposition not
only provides effective window size for the RPE operation but also improves the
computational efficiency. Given a T ×C input feature sequences, where T and C
denote the total number of frames and channel dimensions of the feature, respec-
tively, the total computational complexity of RPE is O(CT 2). With the input

decomposition of N segments, the complexity significantly reduces to O(CT
2

N ).
In this paper, we set the number of segments to 8 after conducting thorough
parameter analysis in the experiment section (see Table 1).
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4 Experiments

The implementation details are explained in Section 4.1. The benchmark
datasets and evaluation metrics are in Section 4.2 and Section 4.3. Both the F-
score [40] and the recently proposed rank-order correlation coefficients: Kendall’s
τ [11] and Spearman’s ρ [45] are detailed. In Section 4.4, extensive ablation stud-
ies are carried out. In particular, we evaluate the impact of our major proposals:
input decomposition, self-attention, and relative position. Since our approach is
general, we can easily apply it to the existing methods. Thus, in Section 4.5, we
show that our approach consistently boosts the state-of-the-art baselines with
large margins, demonstrating its efficacy. Combined with CSNet [9], we achieve
new state-of-the-art performance on TVSum [30] benchmark.

4.1 Implementation Details

We develop the proposed method in our Pytorch platform [22]. The ADAM [14]
optimizer is used with the learning rate of 1e-4. It is decreased by 0.1 for every
step size 10. The input video is sampled with 2 frames per second, and its spatial
resolution is resized to 224 × 224. Every T frames in the video are forwarded to
GoogLeNet [32], which is pre-trained on ImageNet [3]. This results in T × 1024
features. Finally, the 1024 channel dimension is reduced to 512 using bidirectional
LSTM. We apply our GL-RPE method on these features (see Fig. 1).

In our relative position embedding (RPE), the internal T × T matrix is ex-
pensive in terms of memory and computation. This induces an inefficient feature
learning. The proposed global-and-local concept alleviates these problems effec-
tively by decomposing the input sequence into n segments. As a result, the
matrix becomes a size of (T/n) × (T/n) for each segment. We then apply the
proposed self-attention modules to each segment. The enhanced feature segments
after the refinement are merged back in the original order. Since our approach is
more like a module, experiments are mostly conducted combined with the recent
state-of-the-art backbone models [19,9].

4.2 Datasets

We use TVSum [30] and SumMe [6] datasets for the experiments. The TVSum
dataset contains 50 videos up to 10 minutes, and 20 users annotate the im-
portance score for each frame. Since each user has a different opinion on how
important the frames are, evaluation of the individual user-label is conducted
separately. Then, the results are averaged to measure overall performance. The
SumMe dataset provides 25 videos up to 6 minutes and is also labeled on a per-
frame importance score by a maximum of 18 users. Both TVSum and SumMe
provide suitable forms of labels to measure F-score, which measures the intersec-
tion of selected frames based on importance scores. On the contrary, the recently
suggested Kendall’s τ and the Spearman’s ρ are directly computed on impor-
tance scores, and only TVSum has a proper form of labels for the metrics [21].
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4.3 Evaluation metric

F-score Video F-score is formulated in [40]. They suggest three experimen-
tal settings: ‘Canonical’, ‘Augmented’, and ‘Transfer’. First, the ‘Canonical’ is
a plain mode of dividing one dataset into the training and test set. Second,
the ‘Augmented’ setting includes additional data in the training set. Lastly, the
‘Transfer’ setting excludes the test data, which is used in training in the ‘Canon-
ical’ setting. After then, lots of follow-up studies [40,44,43,27,26,19,9] bench-
marked their approaches using F-score. We detail the F-score formula below.

The kernel temporal segmentation (KTS) [24] is used to produce scene change
boundaries. The key-shot is then selected based on the kernel-wise importance
scores. For a given video, we consider the predicted key-shot (A) and the ground
truth key-shot (B). The precision (P) and the recall (R) are accordingly com-
puted as:

P =
overlap of A and B

duration of A
,

R =
overlap of A and B

duration of B
.

(4)

Finally, the F-score is then obtained as follows:

F-score =
2 ∗ P ∗R
P +R

. (5)

Rank correlation coefficients While KTS-based F-score is known to be ef-
fective, recent study [21] points out that a randomly generated summary can,
in fact, achieve similar F-score as the state-of-the-art methods. Therefore, as
an alternative to the F-score, the rank correlation coefficients are presented. By
exploiting well-established statistics that compare the ordinal association, the
similarity between ground truth and predicted importance scores are much well
evaluated than the F-score. In particular, Kendall’s τ [11] and Spearman’s ρ [45]
correlation coefficients are adopted. With the recently presented metrics [21], the
randomized summary now produces 0 scores while the human summary achieves
the best. We thus consider rank-based metrics are more reliable than the F-score
for the accurate video summary evaluation.

In this work, we benchmark our method using both F-score and rank-based
metrics. We show our method achieves new state-of-the-art performance on rank-
based metrics.

4.4 Ablation Study

We conduct ablation studies to verify the effectiveness of our major proposals
empirically. We first show the impact of adopting self-attention embedding. We
then combine it with the global-and-local input decomposition. While adopt-
ing self-attention brings positive effect, we observe the marginal improvement
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Method Kendall’s τ Spearman’s ρ

Baseline 0.025 0.034

SAE 0.034 0.045

SAE+Global2 0.038 0.050

SAE+Local2 0.040 0.053

SAE+GL2 0.037 0.048

SAE+Global4 0.058 0.076

SAE+Local4 0.057 0.075

SAE+GL4 0.059 0.078

SAE+Global6 0.061 0.079

SAE+Local6 0.063 0.082

SAE+GL6 0.060 0.079

SAE+Global8 0.065 0.085

SAE+Local8 0.065 0.085

SAE+GL8 0.066 0.087

SAE+Global10 0.061 0.080

SAE+Local10 0.064 0.083

SAE+GL10 0.064 0.084

(a) SAE

Method Kendall’s τ Spearman’s ρ

Baseline 0.025 0.034

RPE 0.033 0.044

RPE+Global2 0.033 0.044

RPE+Local2 0.037 0.049

RPE+GL2 0.039 0.051

RPE+Global4 0.056 0.074

RPE+Local4 0.057 0.075

RPE+GL4 0.058 0.076

RPE+Global6 0.060 0.078

RPE+Local6 0.060 0.079

RPE+GL6 0.062 0.081

RPE+Global8 0.064 0.084

RPE+Local8 0.067 0.088

RPE+GL8 0.070 0.091

RPE+Global10 0.063 0.082

RPE+Local10 0.065 0.085

RPE+GL10 0.066 0.086

(b) RPE

Table 1: (a) Ablation study for global-and-local self-attention embedding (GL-
SAE). (b) Ablation study for global-and-local relative position embedding (GL-
RPE). The TVSum [30] dataset is used in both tables. The CSNet [9] is used as
a backbone model.

without the input decomposition. Combining both the global-and-local input
decomposition and the self-attention, we come up with the GL-RPE method.
We show that the proposed GL-RPE dramatically improves the baseline scores.
The ablation results are summarized in Table 1.

Baseline We adopt the state-of-the-art unsupervised video summarization
method, CSNet [9], as a backbone model for the experiment. It produces scores
of 0.025 and 0.034 for Kendall’s τ and Spearman’s ρ, respectively. We set these
scores as a baseline.

Impact of Self-attention embedding We begin by introducing the self-
attention embedding (SAE). We see the positive effect of SAE. Specifically, the
SAE increases the baseline scores from 0.025 and 0.034 to 0.034 and 0.045. The
results show that the long-term, global dependency modeling is crucial for the
video summarization task. In the meantime, the relative position embedding
(RPE) increases the baseline scores from 0.025 and 0.033 to 0.034 and 0.044.
While RPE outperforms the baseline, we do not observe meaningful improve-
ment over the SAE, despite the incorporation of relative position information.
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SumMe TVSum

Method Can. Aug. Tr. Can. Aug. Tr.

DPP-LSTM [40] 38.6 42.9 41.8 54.7 59.6 58.7

DR-DSN [44] 41.4 42.8 42.4 57.6 58.4 57.8

HSA-RNN [43] - 44.1 - - 59.8 -

SUM-FCN [27] 47.5 51.1 44.1 56.8 59.2 58.2

UnpairedVSN [26] - 47.5 41.6 - 55.6 55.7

GAN [19] 39.1 43.4 - 51.7 59.5 -

CSNet [9] 51.3 52.1 45.1 58.8 59.0 59.2

CSNet+GL+RPE 50.2 - - 59.1 - -

Table 2: F-score (%) of existing methods including recent state-of-the-art ap-
proach.

We see this is because the embedding matrix of T×T is inefficiently large for the
effective position embedding, and thus it brings no remarkable enhancement.

Impact of Input Decomposition We now investigate the impact of input
decomposition. In this experiment, we attempt to confirm two main arguments
empirically. 1) Input decomposition is essential for the self-attention embedding.
2) Using both the global and local decomposition produces finer representation.
We experiment with 5 different numbers of input segments: 2, 4, 6, 8, and 10.
We also report 3 different input decomposition methods: global-only (Globaln),
local-only (Localn), global-and-local (GLn). Regardless of the input segment
numbers, in Table 1, we can observe the general tendency of performance im-
provement with the input decomposition. One interesting point to note is that,
as the number of segments increases, the performance improvement becomes
large. The performance eventually saturates at 8. This shows that the input de-
composition is indeed effective for capturing the inter-frame relations, and there
exists an effective processing window size (i.e., T8 × T

8 ) when using self-attention
modules. Meanwhile, we explore the effect of using both the global and local
input segments. We observe that the impact of global and local decomposition
becomes apparent when using relative position information, and the number of
segments increases. The relative position allows the module to be aware of the
distance, and this information becomes crucial when dealing with both the global
and local segments. The RPE + GL8 shows the best results of 0.070 and 0.091
for Kendall’s τ and Spearman’s ρ. We use this configuration for the following
experiments.

As a brief summary, we use self-attention with relative position information
(RPE). Moreover, to effectively process the video content, we decompose the
input globally and locally (Global-and-local input decomposition). We combine
both proposals (GL-RPE) and successfully exploit global dependency and the
sequential properties of video content effectively.
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Method Kendall’s τ Spearman’s ρ

Random 0.000 0.000

dppLSTM [40] 0.042 0.055

DR-DSN [44] 0.020 0.026

GAN [19] 0.024 0.032

GAN+RPE 0.033 0.044

GAN+GL+RPE 0.064 0.084

CSNet [9] 0.025 0.034

CSNet+RPE 0.033 0.044

CSNet+GL+RPE 0.070 0.091

Human 0.177 0.204

Table 3: Comparison with the state-of-the-art methods. The TVSum dataset is
used in this table.

4.5 Comparison with the state-of-the-art methods

We compare our results with the existing state-of-the-arts using both F-score
and rank-based metrics (i.e., Kendall’s τ and Spearman’s ρ). The results are
summarized in Table 2 and Table 3.

F-score As the most existing methods only provide F-scores in their work,
we also follow the standard evaluation protocol to benchmark our method. Our
CSNet+GL+RPE are measured on both SumMe [6] and TVSum [30] datasets
on the ‘Canonical’ experimental setting. We achieve state-of-the-art performance
in the TVSum dataset. In the case of SumMe, our result is comparable to the
existing method.

Rank correlation coefficients We now use a more reliable evaluation metric,
Kendall’s τ and Spearman’s ρ, which are recently proposed in [21]. Since the
proposed GL-RPE is general, we see it can be easily integrated into the existing
networks. Here, we use two different unsupervised models [19,9] to evaluate the
impact of GL-RPE. As can be shown in Table 3, RPE improves the baseline per-
formances. With the additional global-and-local input decomposition (GL), the
improvement becomes much significant. The tendency holds for both backbones.
This again shows that capturing both the global and local inter-frame relations
is crucial (RPE), and the impact increases when the input is decomposed into
an adequate size (GL). Note that we achieve state-of-the-art results of 0.070 and
0.091 when the GL-RPE is combined with CSNet [9]. Moreover, we outperform
the supervised model dppLSTM [40] with a large margin.
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(a)

(b)

(c)

(d)

Fig. 4: The qualitative results of importance scores and selected frames. (a)
Ground truth importance scores. (b) Predicted importance scores. (c) Post-
processed prediction scores with the KTS algorithm. (d) Selected frames. The
42nd video of TVSum dataset is used in this figure.

4.6 Visualization

Here, 1) the frame-level importance scores (Fig. 4) and 2) the embedding matrix
in the self-attention (Fig. 5) are visualized for better understanding of our ap-
proach. In Fig. 4, we provide (a) the ground truth scores, (b) predicted scores,
(c) post-processed scores with KTS algorithm, and (d) the selected frames for
summary. The frame-level scores are colored by their importance (i.e., the darker,
the more important). Despite using unsupervised backbone [9], we can clearly
see that our prediction scores well aligns with the ground-truth scores.

To see the actual effect of the proposed relative position embedding (RPE),
we visualize the internal embedding matrix, T × T , in the module. In Fig. 5, we
show (a) self-attention embedding matrix without relative position, (b) row-wise
softmax of (a) (i.e., SAE), (c) predicted importance scores, (d) relative position
matrix, (e) self-attention embedding with relative position, and (f) row-wise
softmax of (e) (i.e., RPE). As shown in (a) and (b), we see that the self-attention
captures key-frames globally. Though, compared to (e) and (f), the difference
between the informative and non-informative frames is small. This implies that
the relative position information, (d), makes the embedding to be discriminative
across different time steps. The effect of relative position becomes significant



14 F. Author et al.

(a) (b) (c)

(d) (e) (f)

Fig. 5: The visualization of the embedding matrix in the self-attention module.
(a) The self-attention embedding matrix without relative position. (b) The row-
wise softmax of (a) (SAE). (c) The predicted importance scores. (d) The relative
position information. (e) The self-attention embedding matrix with relative po-
sition (i.e., (a) + (d)). (f) The row-wise softmax of (e) (RPE).

after the row-wise softmax operation ((b) v.s. (f)). Note that the embedding
matrix (f) well aligns with the final prediction scores, which means the model
attempt to reflect the captured inter-frame relations in their predictions.

5 Conclusion

In this paper, we have explored the self-attention mechanism with relative po-
sition embedding for unsupervised video summarization. Self-attention makes
handling long-term dependency among frames possible while relative position
embedding provides sequential properties of the input video. We also use a
global-and-local strategy to efficiently get the self-attention of a video that has
a large and high dimensionality. We demonstrated the effectiveness of the pro-
posed method through extensive ablation experiments. In terms of recently in-
troduced rank order statistics-based evaluation metrics, our method obtains su-
perior results over previous methods, even including supervised learning-based
approaches. Also, we provide qualitative visualizations to illustrate that our
method well highlights proper key segments in the video without any supervi-
sion. We hope many follow-up studies come up with our findings and results.
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