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(a) Downsampling module (b) Upsampling module

Fig. 1: Residual resizing modules to perform downsampling and upsampling.

In this supplementary document, we provide:

– An ablation study on residual resizing modules.
– Several denoising comparisons on SIDD dataset [1].
– Additional denoising results on DND dataset [9].
– Super-resolved visual examples on RealSR dataset [4].
– Several image enhancement comparisons on MIT-Adobe FiveK dataset [3].

1. Additional Ablation Study

The proposed MIRNet employs a recursive residual design (with skip con-
nections) to ease the flow of information during the learning process. In order
to maintain the residual nature of our architecture, we introduce residual re-
sizing modules to perform downsampling (Fig. 1a) and upsampling (Fig. 1b)
operations.

In this section, we demonstrate the effectiveness of the residual resizing mod-
ules. This ablation experiment is performed for the super-resolution task with ×3
scale factor. Table 1 shows that, when both the residual branch (blue in color)
and the antialiasing operation are removed, the performance is relatively low
(30.98 dB PSNR). After adding the antialiasing downsampling [13] to the main
branch (green) of Fig. 1a, the PSNR score is increased from 30.98 dB to 31.05
dB. Finally, the combination of all the components in residual resizing modules
yield significantly improved results (31.16 dB) than only using the main branch
(30.98 dB).
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Table 1: Ablation study on residual resizing modules.

Main branch (Green) X X X X
Residual branch (Blue) X X
Antialiasing [13] X X

PSNR (in dB) 30.98 31.05 31.11 31.16

2. Image Denoising

Here we provide additional results for image denoising on real image datasets.

SIDD dataset [1]: Figures 2 and 3 show results produced by our method and
those of the state-of-the-art approaches (CBDNet [8], RIDNet [2], and VDN [11]).
It can be seen that our method yields favorable results both visually and in terms
of image quality metrics (PSNR and SSIM).

DND dataset [9]: Figures 4 and 5 demonstrate that our method is more effec-
tive in removing real noise than other competing algorithms.

3. Super-resolution

In Figure 6, we present the full-resolution versions of the super-resolved im-
ages provided in Fig. 8 of the main paper. Our method produces sharp and
natural images. In contrast, the recent best method LP-KPN [4] has a tendency
to over-enhance the contrast, and therefore yields images that are perceptually
less faithful to the ground-truth, which is undesirable for several applications.
For example, in Television industry, those restoration methods are preferred that
preserve as much as possible the artistic intent (in terms of brightness, color and
contrast) of the content creator.

4. Image Enhancement

We provide several visual comparisons of image enhancement on the MIT-
Adobe FiveK [3] in Figures 7 and 8. Compared to other techniques, the proposed
MIRNet makes better color and contrast adjustments and generates images that
are vivid and natural in appearance.

5. Joint Denoising and Super-resolution

To test our model for multiple degradations, we perform the following ex-
periment. We take the paired data from RealSR dataset and synthesize realistic
noise in LR images using [12], thus defining a joint denoising and SR task. We
train RCAN [14] and MIRNet on this data, and evaluate on (noisy) test set of



Learning Enriched Features for Real Image Restoration and Enhancement 3

Table 2: Joint denoising and super-resolution experiment. PSNR (dB) is reported.

SR 27.16 30.40 31.16
Denoising + SR 24.62 28.41 28.81

RealSR. Table 2 shows that our method achieves superior performance with a
gain of 0.4 dB over RCAN [14].
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PSNR/SSIM 18.38/0.237 29.38/0.814 35.96/0.948 36.99/0.955 37.76/0.961

PSNR/SSIM 18.32/0.181 20.38/0.447 32.07/0.831 32.92/0.857 33.12/0.866

PSNR/SSIM 20.09/0.424 29.99/0.796 35.70/0.943 36.81/0.952 37.83/0.960

PSNR/SSIM 17.68/0.249 23.54/0.744 32.37/0.905 33.05/0.918 33.35/0.923

PSNR/SSIM 14.60/0.454 23.75/0.885 26.78/0.938 31.62/0.978 31.98/0.980

PSNR/SSIM 16.72/0.1543 19.43/0.4521 33.00/0.8778 33.19/0.8807 33.35/0.8835

PSNR/SSIM 15.72/0.438 22.82/0.789 31.79/0.960 34.30/0.970 35.11/0.974
Reference Noisy CBDNet [8] RIDNet [2] VDN [11] MIRNet (Ours)

Fig. 2: Denoising examples from the SIDD benchmark dataset [1].
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PSNR/SSIM 17.59/0.131 27.67/0.633 34.89/0.867 35.46/0.879 35.90/0.885

PSNR/SSIM 16.50/0.131 22.53/0.569 33.62/0.861 34.06/0.872 34.25/0.876

PSNR/SSIM 19.05/0.184 29.67/0.735 35.78/0.924 36.98/0.942 37.55/0.948

PSNR/SSIM 17.61/0.311 23.550.713 33.50/0.918 34.90/0.942 35.34/0.947

PSNR/SSIM 22.83/0.347 31.38/0.840 38.93/969 39.64/0.973 39.76/0.974

PSNR/SSIM 19.13/0.858 28.49/0.985 34.78/0.996 37.98/0.998 38.24/0.998

PSNR/SSIM 21.46/0.224 31.54/0.812 38.41/0.936 39.66/0.949 40.06/0.953
Reference Noisy CBDNet [8] RIDNet [2] VDN [11] MIRNet (Ours)

Fig. 3: Denoising examples from the SIDD benchmark dataset [1].
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Noisy
(PSNR/SSIM)

18.77 / 0.3015 28.48 / 0.9011 31.46 / 0.9370

CBDNet [8]
(PSNR/SSIM)

31.40 / 0.8364 31.06 / 0.9554 39.34 / 0.9905

RIDNet [2]
(PSNR/SSIM)

34.30 / 0.9192 32.31 / 0.9644 40.43 / 0.9925

VDN [11]
(PSNR/SSIM)

34.08 / 0.9166 31.84 / 0.9655 40.41 / 0.9927

MIRNet (Ours)
(PSNR/SSIM)

34.69 / 0.9282 33.20 / 0.9720 41.05 / 0.9936

Fig. 4: Denoising examples from the DND benchmark dataset [9]. PSNR and
SSIM scores for all competing methods are obtained from the website of the
DND evaluation server [6].
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Noisy
(PSNR/SSIM)

23.55 / 0.5185 35.61 / 0.9448 29.60 / 0.8510

CBDNet [8]
(PSNR/SSIM)

35.43 / 0.9469 35.92 / 0.9530 36.27 / 0.9802

RIDNet [2]
(PSNR/SSIM)

37.17 / 0.9596 36.74 / 0.9613 36.74 / 0.9819

VDN [11]
(PSNR/SSIM)

37.34 / 0.9619 34.63 / 0.9425 36.23 / 0.9807

MIRNet (Ours)
(PSNR/SSIM)

37.76 / 0.9649 37.29 / 0.9654 37.10 / 0.9853

Fig. 5: Denoising examples from the DND benchmark dataset [9]. PSNR and
SSIM scores for all competing methods are obtained from the website of the
DND evaluation server [6].
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PSNR / SSIM 25.34 / 0.8843 25.74 / 0.9042 27.22 / 0.9142

PSNR / SSIM 19.27 / 0.4482 20.04 / 0.5531 21.23 / 0.6143

PSNR / SSIM 26.50 / 0.7947 25.48 / 0.8003 27.04 / 0.8087

PSNR / SSIM 29.08 / 0.8538 27.25 / 0.8399 29.49 / 0.8659

PSNR / SSIM 26.00 / 0.8723 24.33 / 0.8717 26.87 / 0.9030
HR LR LP-KPN [4] MIRNet (Ours)

Fig. 6: Super-resolution (×4 ). The full-resolution versions of examples provided
in Fig. 8 of the main paper. Zoom-in for better visualization.
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Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Fig. 7: Visual results of image enhancement on the MIT-Adobe FiveK [3] dataset. Com-
pared to the state-of-the-art, our MIRNet makes better brightness, color and contrast
adjustments, while staying more faithful to the ground-truth.
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Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Input image HDRNet [7] DPE [5]

DeepUPE [10] MIRNet (Ours) Ground-truth

Fig. 8: Visual results of image enhancement on the MIT-Adobe FiveK [3] dataset. Com-
pared to the state-of-the-art, our MIRNet makes better brightness, color and contrast
adjustments, while staying more faithful to the ground-truth.


