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Abstract. Deep neural networks are tremendously successful in many
applications, but end-to-end trained networks often result in hard to un-
derstand black-box classifiers or predictors. In this work, we present a
novel method to identify whether a specific feature is relevant to a clas-
sifier’s decision or not. This relevance is determined at the level of the
learned mapping, instead of for a single example. The approach does
neither need retraining of the network nor information on intermedi-
ate results or gradients. The key idea of our approach builds upon con-
cepts from causal inference. We interpret machine learning in a struc-
tural causal model and use Reichenbach’s common cause principle to
infer whether a feature is relevant. We demonstrate empirically that the
method is able to successfully evaluate the relevance of given features on
three real-life data sets, namely MS COCO, CUB200 and HAM10000.

Keywords: Explainable-AI, Structural Causal Model, Deep learning,
Causality

1 Introduction

Deep neural networks have pushed the state-of-the-art in many tasks in computer
vision, for example, image classification [15], semantic image segmentation [18]
and object detection [24]. Because of their success in these tasks, deep neural
networks are used in many applications such as transport [11], medicine [23],
legal decisions [2] and earth system science [26].

To reach these impressive results, deep neural network architectures have
become more and more complex. The complex deep architectures allow the net-
works to perform automatic feature selection [27]. While the automatic feature
selection led to better performance, the resulting neural networks are opaque,
and it is difficult to understand how the network reaches its decisions and how it
will decide on new data. One open question is, for example, whether the network
uses a specific feature to reach its decision.

In many tasks, it is important to understand which features are selected by
a deep neural network. It is important not just in safety- and security-critical
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tasks like autonomous driving or medicine, but also in responsible tasks like legal
decisions. For a neural network to aid humans to come to informed decisions, it
is often not enough to provide predictions, but the reasoning behind the decision
is equally important. For example, in responsible decisions, like legal decisions,
we need to make sure that neural networks are unbiased and do not discriminate
against genders or minorities.

A simple and often used idea to decide if a feature is relevant to a response
variable is correlation [14]. To determine the relevance of a feature to the predic-
tion, we could use the output of the neural network as the response variable and
calculate the correlation. Correlation is, however, for multiple reasons not well
suited for deep neural networks. The first reason is that neural networks realize
complicated, non-linear functions. In contrast, correlation measures only linear
relationships. The second reason is that confounding of variables might lead to
correlation between features and the prediction of the deep neural network, even
if changes in the feature would not influence the prediction of the deep neural
network and, hence, we should consider the feature to be irrelevant. An example,
that demonstrates the problem of confounding can be found in Section 3.

To mitigate the problem of confounding, many researchers have used the
gradient between the output and the input of a neural network instead of the
correlation [36,29, 16, 21]. This solves the problem of confounding but leads to
new challenges. First, these methods approximate the gradient of the deep neu-
ral network on the level of single examples. While this is very useful in many
situations, we are interested in explanations on the level of the learned mapping.
On this level, the abovementioned methods do not provide insight. For example,
in a classification system, the above methods can highlight which part of an im-
age is relevant for the classification of this image, while our method can answer
the question if some feature is, in general, relevant to the decision of the classi-
fier. Furthermore, if we want to understand the relevance of an image region or
an intermediate result of the neural network, we can use gradient information.
However, we might be interested in features that are themselves function of the
input. If we cannot identify a neuron that calculates this feature, we cannot
calculate a gradient. Consequently, if we are interested in a feature that is a
function of the input, we cannot use methods that depend on gradients.

Additionally, to calculate the gradients, we need access to the inner structure
and the weights of the neural network. In the case where we have access to these
values, we speak of a white-box model. Contrarily, if we do not have any access
to these values, we speak of a black-box model.

In this paper, we present a novel method to determine whether a feature is
relevant to a deep neural network. The key advantages of this novel method are:

— Our method is applicable to features that are functions of the input.

— It can handle non-linearity by using statistical dependence instead of corre-
lation.

— It can handle confounding.

— Our method can be applied to black-box models, neither any retraining nor
any information on intermediate results or gradients is necessary.



Understanding Deep Neural Networks 3

To the best of our knowledge our method is the only one that combines all of
these advantages.

We achieve this by capturing the fundamental structure of deep learning into
a structural causal model [22] (SCM). In this SCM, we calculate the statistical
dependence between the feature and the prediction of the deep neural network.
We use Reichenbach’s common cause principle [25] to determine whether a fea-
ture is relevant to the decision of a deep neural network. We demonstrate that
the method can be used to validate classifiers in real-live situations. In the exper-
iments on MS COCO we compare two classifiers on which features are relevant
to their decisions. We find that the classifier from [4] is less dependent on the po-
sition of the objects than the classifier from [5]. In an experiment on HAM10000
we show that the symmetry of the shape is used by a classifier to identify seb-
orrheic keratosis but not to identify melanoma.

2 Related Work

The class of method that is used most often to understand deep neural networks
is saliency maps. Saliency maps are functions that map every pixel of the input
onto a relevance score. This relevance score highlights areas of the input. It is
calculated in one of three ways.

The first way is to use the gradient of the output of the neural network
depending on the input. Small changes in pixels with a large gradient lead to large
changes in the output of the neural network. Hence, these pixels are considered
to be more relevant. Examples can be found in [29] or [28].

The second way is to use the value of pixels and the value of activations
in intermediate layers in addition to the gradient information. The relevance is
propagated through the different layers similar to a Taylor-approximation. For
examples see [16], [20] or [21].

Both of these ways use intermediate activations or gradient information and
can, therefore, only be applied in the white-box case. Our method does not
require any information on intermediate results or gradients. Hence, our method
can be applied to black-box models and is not even restricted to neural networks.

Further, the first derivative is not an obvious measure for relevance in non-
linear function. Only little theoretical justification exists and multiple papers
advice for caution when interpreting saliency maps. For example, [1] reports
that randomly-initialized neural networks produce saliency maps that are vi-
sually and quantitatively similar to those produced by deep neural networks
with learned weights. Further, [13] reports that saliency maps fail to attribute
correctly when a constant vector shift is applied. In contrast, we use the frame-
work of causality and Reichenbach’s common cause principle to provide a rich
theoretical explanation for the method proposed in this paper.

The third way is based on intervention. We start by recording the prediction
for an image. Then patches of the image are replaced and the change in the
prediction is taken as the relevance of the patch. Patches can be replaced by
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simple noise boxes [36], noisy versions of the original patch [6], by similar patches
from other images [38], or by training a generative model [8].

Similar to gradients, an intervention can be performed on the input or on
intermediate neurons. If we want to intervene on a feature that is a function of
the input, and we cannot identify a neuron that calculates this function, it might
be unclear how to intervene on it. In Section 4.4, we investigate the symmetry
of skin lesions as a feature. To alter the symmetry of a skin lesion in a picture,
one would need to replace significant parts of the image, which would naturally
change the area, the mean color, the variance in color, the length of the border,
the shape of the border and many more features. Further, there are infinitely
many ways to change, for example, a symmetric skin lesion to a non-symmetric
one. Since these ways might influence the aforementioned features differently,
the outcome of the investigation will be different as well. Our method can be
used in this situation. In contrast, the above way of calculating a saliency map
can only be used if the feature is a part of the input or an intermediate neuron
of the neural network.

Another key difference between all saliency maps and our method is that
saliency maps explain decisions for individual inputs. In contrast, our method
generates an explanation of the level of the learned mapping. Hence, we think
that our method is a valuable addition and can be used together with saliency
maps to get a more complete understanding of classifiers.

The authors of [12] present TCAV, a method to understand a neural network
on the level of the learned mapping. They use images that represent a certain
feature. An SVM is trained on intermediate representations extracted from the
neural network. To determine whether the feature is relevant to the deep neu-
ral network’s decision, they calculate whether the gradient of the deep neural
network is in the same direction as the gradient of the SVM. Similar to our
method, TCAV generates explanations on the level of the learned mapping, in
contrast to our method that can be applied to black-box models, TCAV needs
intermediate results of the neural network. Additionally, [8] reports that TCAV
cannot resolve confounding.

3 Method

In this section, we explain how we use notation from the field of causal inference
and Reichenbach’s common cause principle to determine whether a feature is
relevant to a classifier’s decision. We reduce deep learning to a basic level. We
identify the main elements necessary and arrange them into an SCM and sub-
sequently into a graphical model. For each step of this process, we give a formal
explanation and an illustration using an example. We will start by giving an in-
troduction to this example. Then, first, we reduce the fundamental idea of deep
learning to a pair of a training function and an inference function. Second, we
explain which additional variables are needed to build this minimal formulation
of deep learning into an SCM and, third, which functions connect these variables.
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Fig. 1. From left to right, an example for the first class, an example for the second
class, and all 2 x 3 patterns that appear in the first class but not in the second class
are displayed.

Fourth, we explain why Reichenbach’s common cause principle is applicable in
this situation and how we use it to determine if a feature is relevant.

To this end, we use the notation of structural causal models (SCM) from
[22]. An SCM is a model in which every variable is given as a function of other
variables and independent noise. It can be built into a directed graph by using
the variables as vertices and creating an edge from a variable A to a variable B
if the function determining the value of B takes the variable A as an input. In
this case, the authors of [22] say that A causes B.

The following is used as a vivid example for all definitions given in this
section. The task is to distinguish between two classes of images. The images
are each composed of a box for class one or a cross for class two and additive
noise. Images of the base classes can be seen in Figure 1. The dark pixels have
a value of 0.0, and the light pixels have a value of 0.9, the additive noise is for
each pixel independently distributed according to a uniform distribution on the
interval [0, 0.1]. The task is to determine whether the base image is the box or
the cross. We created a training set from 10000 images.

In Figure 1, we also listed all 3 x 2 patterns that can be found in images of the
first class but not in images of the second class. Note that each of these patterns
alone is enough to distinguish the two classes. Since all of these patterns appear
in all images of the first class and not in any image of the second class, the class
is a confounding factor for the existence of these patterns and the prediction of
the classifier. No matter which one of these patterns a classifier actually detects,
the correlation between the existence of all of these patterns and the output of
the classifier is high. Therefore, it is hard to evaluate which of these features is
used by the classifier.

As the classifier, we use a convolutional neural network. The network has
one convolutional layer with one kernel of size 3 x 2, followed by a global max-
pooling layer. Due to this architecture, the classifier is forced to select a single
discriminative pattern of size at most 3 x 2. A further advantage is that we can
check the only kernel to verify which pattern was selected by the neural network.
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The classifier is trained using stochastic gradient descent for ten epochs. The
accuracy on a testing set sampled from the same distribution was 1.0.

To build an SCM, we, first, reduce the basic idea of deep learning to a pair
(T, F) of a training function and an inference function.

The first function T is the training function. We denote the inputs of a deep
neural network by I € Z and the corresponding label by Y; € Y. The training
function takes a set of labeled inputs {(I,Y7)}, the training set TS, as the input
and maps it onto a set of weights W. Most training algorithms, like stochastic
gradient descent, do not determine the weights of the deep neural networks
deterministically. Therefore, we define for a probability space {2

T: P(ZTxY)x2—>R™ {(I,YD)},w— W. (1)

Here P denotes the power set. In the example defined above, the function T is
given by the stochastic gradient descent used for training. The training set T'S
in our example is the set of 10000 examples and the weights W are the seven
weights of the convolutional layer, six for the kernel and one for the bias.

The second function F' is the inference function. This function takes an un-
labeled input I and the weights W calculated by the training function 7" as the
input and maps them onto a prediction P

F:TIxR™ R4 W P. (2)

Here d is the dimension of the output. For a classifier with d classes, the output
of a deep neural network is a d-dimensional vector containing the scores for
each class. In the example, the function F' is given by the neural network. The
prediction P is given by the output of the neural network. Note that the output
of the neural network is not in ) but in R. The network outputs a positive value
for images of class “box” and negative values for images of class “cross.”

Second, we identify all random variables that are part of the SCM. These
variables are given by the training set T'S, the weights W, and the prediction P,
which are explained above. Additionally, we need three more variables, namely
the feature of interest X, the set X of all features independent of X, and the
ground truth GT. We continue with a brief explanation of these variables.

The random variable X can denote any feature of interest. It can be contin-
uous as in Section 4.2 or discrete as in Section 4.4.It is not important whether
we determine the value from the image or know it from any other source. In
our example, the feature X denotes the maximum over the convolution of a
pattern (light squares have value one, dark squares have value minus one) with
the image. A high value can be understood as the pattern appears in the image,
while a low value indicates that the pattern does not appear in the image. For
this example, we decide to investigate the bottom right corner pattern that is
displayed in the middle of the right graph in Figure 2.

Since one of the advantages of deep neural networks is automatic feature se-
lection, we are sure that the neural network bases its prediction on some features
extracted from the input. We denote the set of all possible features independent
of X by X. Later, we will see that we never need to determine X further than
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this definition. We neither need the value of these features nor do we need to
determine which features are part of X. This restriction to orthogonal features
has the following reason. Imagine a situation in which the classifier calculates
f(z3). One could argue that it uses 2> or that it uses z as the relevant feature. It
is neither possible nor desirable to decline one of these options. No method can
or should determine one of these as more relevant. Additionally, the method will
identify features as relevant if they contain a relevant feature. This is desirable
since f(z%) can be calculated from (z,y) and hence, (z,y) should be identified
as relevant. However, since we want to understand which feature is the input to
an unknown function, we can identify X only up to a class of features. If the
function is f(X), we cannot distinguish it from, for example, f(log(exp(X)))
and hence, we cannot distinguish the features X from exp(X). More specific,
we cannot distinguish features that are invertible mappings of each other. In
our example, the set X contains all other patterns. It also contains all other
numerical features of the images, for example, its mean and its variance.

Finally, the ground truth GT describes the distribution from which X, X
and T'S, parameterized by the label. In our example 'box’ and ’cross’.

Third, to identify the SCM, we need to find all functions that connect these
variables. Besides the training function and the inference function defined above,
we identify two sampling processes. On the one hand, the process that samples
the training set from the ground truth distributions and provides the labeled
test set, on the other hand, the process that samples single unlabeled examples
from the ground truth distribution over all possible examples. Since all features
are deterministically determined by the sampled example, we can understand
the second sampling function as sampling the features from the ground truth
instead of sampling an example. Both of these sampling processes exist in our
example.

Fourth, we use the framework of causal inference to build the graphical model
and use Reichenbach’s common cause principle to determine whether the feature
X is relevant to the prediction of the deep neural network.

The graphical model created from the SCM described in this section can be
found in Figure 2. The sampling processes sample T'S, or X and X from GT.
The training function maps the training set 7'S on the weights W, the inference
function F' determines the prediction P from the weights W and some features
from the set X. The remaining open question is, whether the inference function
takes X as an input or, in other words, whether X causes P.

The way we identify whether a variable is causing another variable is Reichen-
bach’s common cause principle (RCCP) [25]. This principle states that there is
no correlation without causation. Since we are handling non-linear relationships,
we look at statistical dependence instead of correlation. More formally, RCCP
states that if two variables A and B are dependent, than there exists a variable
C that causes A and B. In particular, C' can be identical to A or B meaning
that A causes B or B causes A.

We use RCCP to determine whether the feature X causes the prediction
P. First, we want to rule out that a third variable causes X and P. From the
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Fig. 2. On the left, the general graph of our method is displayed. On the right, we
show the graph for the example.

graphical model in Figure 2, we see that the only variable that can cause X
and P is GT. To eliminate this possibility, we condition on GT'. Second, we can
rule out the possibility that the prediction P cases X because the prediction P
is only calculated after the feature X is sampled. Hence, if we find a statistical
dependence between X and P after conditioning on GT'

X L P|GT, (3)

we know that X causes P.

Note that we only need X, P, and GT for the calculations. In particular,
we do not need X. This allows us to handle all possible features, without ever
calculating them.

To conclude, we say a feature X is relevant to the prediction P of a classifier
or predictor if X is causing P in the sense of [22]. We use the word relevant
instead of causes since it gives a better intuition in this exact application of the
framework and to avoid confusion with the colloquial word “causes” or other
definitions of causation such as the one presented by Granger in [9] or by Berkley
in [3].

To illustrate further, we demonstrate the results for our example. We run the
method seven times, once for each of the seven patterns illustrated in Figure 1.
The results can be found in Table 1. Since we know that the relationships in
this example are linear, we use partial correlation as the independence test.
The significance level is set to 0.05. We find that all features are correlated to
the output with a coefficient of determination greater than 0.975. Hence, the
coefficient of determination is not suited to determine which feature is used. In
contrast, our method can determine the correct pattern.
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Table 1. Results for the running example. The investigated feature is the maximum of
the convolution of the pattern and every image. The light spots have value one and the
dark spots have value minus one. We report the coefficient of determination between
the feature X and the prediction P. Second, we report the significance of a partial
correlation test as a measure for X 1L P|GT. The significance level is set to 0.05

Pattern  r?(X, P) X L P|GT Equal to the kernel: m
= 1.000  Yes (p-value = 0.000) Yes
1 0.985  No (p-value = 0.608) No
| 0.985  No (p-value = 0.980) No
- 0.979  No (p-value = 0.949) No
. 0.979  No (p-value = 0.384) No
- 0.978 No (p-value = 0.422) No
- | 0.978  No (p-value = 0.793) No

4 Experiments

In this section, we describe four experiments that demonstrate that our proposed
method works on real-live data sets and can identify whether features are used
even if the feature is a function of the input rather than part of the input directly
and neither a derivative nor an intervention can be calculated. To this end, we
first check whether, for images from the MS COCO data set, the area and the
position of an object in the image are relevant to recognizing the object in the
image. Secondly, we check whether a state-of-the-art classifier on the CUB200
bird data set uses the same discriminative characteristics of a bird species an
ornithologist would use. Thirdly, we investigate a system that checks whether a
skin lesion is a melanoma or a seborrheic keratosis. The feature of interest for
this example is the shape symmetry, a discrete score used by dermatologists to
describe how symmetric the border of a skin lesion is.

4.1 Evaluating a Classifier on MS COCO

MS COCO [17] is a multi-label dataset of real-live images. We investigate the
Multi-Label Graph Convolutional Networks (ML-GCN) presented by Chen et
al. in [4]. In the first experiment, we investigate whether the size of the object
given by the area of the image covered by this object is relevant to the classifier.

One of the advantages of MS COCO is that the object is not always in the
center but can appear anywhere in the image. This should lead to a classifier
independent of the position in which the objects appear in the image. This is
for the ML-GCN additionally aided by data augmentation, including random
horizontal flipping of images. We, therefore, investigate if the position of the
object is relevant to the prediction of the ML-GCN and if the vertical position
is more relevant than the horizontal position.

For this experiment, we used the pre-trained version of the ML-GCN provided
by the authors. One advantage of our method is that we can use it in combination
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with complex pre-trained classifiers. Neither is any retraining required nor do we
need access to any weights or intermediate results of the classifier. This makes
it easy and fast to apply. We conducted our experiments on the validation set of
the 2014 challenge data set. As an independence test, we use the Randomized
conditional Correlation Test (RCOT) [31]. Since we are testing many classes, we
use a significance level of 0.001.

We run our method for the area of the object in the image and the position
of the object in the image as the feature of interest. The area is calculated as its
fraction of the image. If multiple instances of the object exist in the image, we
consider the sum of all of their areas. We determine the area from the ground
truth image segmentation. For the position, we consider the center of mass of
the object. If more than one instance of the object is present in the image,
we calculate the combined center of mass. For a more fine-grained analysis, we
derive five features from the position of the object: The direction of the center of
mass from the center of the image, the vertical position, the horizontal position,
whether the object is in the right or left half and whether the object is in the
top or bottom half of the image.

We expect, on the one hand, the area of the object to be relevant to the
recognition score of the ML-GCN. Big objects should be easier to detect than
small objects. On the other hand, we expect the position to be irrelevant to the
recognition of the object. The information, whether the object is in the left or
right half, should not be relevant since the images are randomly horizontally
flipped during training. Further, we want an object recognition system to be
independent of the position of the object.

We found that, for most of the 80 classes, the area of the object is relevant
for the detection score. However, the area is irrelevant to the recognition of
seven classes, namely “sheep,” “elephant,” “bear,” “giraffe,” “kite,” “toaster,”
and “hairdryer”. Further investigation sheds light on why the area of the object
is irrelevant to some of these classes. On average, an object appears in 1267
images of the dataset. Instances of “hairdryer” and “toaster” appear in less
than 75 images. This might lead to the network relying on context to recognize
objects of these two classes. Interestingly, four of the five remaining classes are
animals. Maybe, the neural network identifies only parts of the animal, e.g., the
eyes, but further investigation is needed to unravel this further.

The results on the positional features can be found in the first column of Ta-
ble 2. We find that despite the horizontal flipping, for one class, namely “mouse,”
it is relevant in which half of the image the object appears. As expected, due
to the horizontal flipping, the horizontal position is much less relevant than the
vertical position. The vertical half is relevant to 25 classes compared to 1 class
for the horizontal half and the vertical position is relevant to 51 classes compared
to 10 classes for the horizontal position. To summarize, we find that the classifier
does not recognize objects independent of their position.

Note that the position of an object is a feature that cannot be highlighted
by a saliency map.
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Table 2. The results for the experiments on the MS COCO data set for the different
classifiers. For each feature and each classifier, we report, for the detection of how many
out of the 80 classes, the feature was relevant. Tables with the p-value for every class
can be found in the appendix

Feature ML-GCN SRN
Area 73/80 69/80
Half(Horizontal) 1/80  1/80
Position(Horizontal) 10/80 16/80
Half(Vertical) 25/80  32/80
Position(Vertical) 51/80 54/80
Angle 24/80 31/80

Fig. 3. From left to right: An example of a white-crowned sparrow, an example from
a white-throated sparrow, the segmentation map for the white throat markings, the
segmentation map for the yellow lores.

4.2 Evaluating a Classifier on CUB200

In a second experiment, we use the method proposed in this paper to investigate
a classifier that discriminates birds from the CUB200 [35] data set. We use
the Inception-V3 large scale fine-grained classifier (LSFGC) presented by Cui
et al. [5] that is pre-trained on the iNaturalist 2017 data set and fine-tuned on
CUB200. We change the LSFGC to only differentiate between two bird species,
the White-crowned sparrow and the White-throated sparrow. The two main
differences between these birds are two yellow lores and white throat markings
[33]. Example images for both of these birds, taken from the CUB200 data set,
can be found in Figure 2. We check whether the LSFGC considers the area of the
yellow lores, the area of the white throat markings, the color of the yellow lores,
and the color of the white throat markings. We construct a feature out of each
of these. For the area, we consider the fraction of the image that is covert by the
yellow lores for the first feature and by the white throat markings for the second
feature. As the color feature, we take the mean hue over the respective areas in
the HSV color space. Segmentation maps for both of these features can be found
in Figure 3. We use all 120 images from the two classes in the CUB200 data set.
To determine independence, we again use the RCOT. We assume independence
at a p-value below 0.05. The results can be found in Table 3.
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Table 3. Results for the independence test that determine whether the yellow lores
or the white throat markings are relevant to the LSFGC to distinguish white-crowned
sparrows from white-throated sparrows

Feature Area Color

Yellow lores No (p-value = 0.406) No (p-value = 0.446)
white throat markings No (p-value = 0.404) No (p-value = 0.330)

We find that neither the size of the yellow or white throat markings nor their
color is relevant to the classifier. This is not a surprising result since adversarial
examples have demonstrated that neural networks often use complex, difficult to
interpret features instead of the features considered relevant by human experts.
32, 7]

Note that a saliency map only highlight the region in the image that contains,
for example, the yellow lores, while our method can distinguish between the area
and the color of this region as different features.

4.3 Comparing Classifiers on MS COCO

We can also use the method presented in this work to compare classifiers be-
yond their performance on a test set. We compare the ML-GCN discussed above
and the Spatial Regularization with Image-level Supervision classifier (SRN) pre-
sented by Zhu et al. [37]. To compare them, we use the abovementioned features.
The results can be found in Table 2. We find that the ML-GCN considers the
area of the actual object relevant for 73 classes, which is more often than the
SRN, which considers it for only 69 classes. This indicates that the ML-GCN
might be better at identifying the object while the SRN might rely more on
the context to identify classes. Further, we find that the ML-GCN considers the
position of the image to be relevant for fewer classes than the SRN. Since an
ideal object detector would be independent of the position of the object, this
analysis suggests that the ML-GCN should be preferred over the SRN.

4.4 Evaluating a Classifier on HAM10000

This fourth experiment is on the HAM10000 [34] data set, a data set of 10000
images of skin lesions. We investigate the classifier that won the best paper
award at the ISIC Skin Image Analysis Workshop at the MICCAT 2018 [23]. We
call this classifier SLA throughout this paper. The feature we investigate is the
shape symmetry of the skin lesion.

The feature describes how many orthogonal lines can be found in the image
of the skin lesion such that the shape of the skin lesion is symmetric with respect
to all of these lines.

This feature is recognized to be important by the ABCD rule [30]. This rule
is used by dermatologists and is known to be useful in distinguishing different
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Fig. 4. Some example images for the shape symmetry feature. The red lines indicate
the axis with respect to which the shape of the skin lesion is almost symmetric.

Table 4. We test whether the shape symmetry is relevant to the classification as
melanoma or seborrheic keratosis, respectively. The significance level is set to 0.05

feature melanoma seborrheic keratosis

shape symmetry No (p-value = 0.632) Yes (p-value = 0.022)

classes of skin lesions. As discussed in Section 2, this feature can not be investi-
gated using saliency maps or ablation methods.

We evaluate this feature on the ISIC 2017 Validation set. To calculate the
shape symmetry, we use the implementation from [19]. The classifier outputs
a score for two classes: “melanoma” and “seborrheic keratosis.” For both of
these classes, we determine whether the shape symmetry is relevant for the
classification by the SLA. The result can be found in Table 4. We use RCOT for
the independence tests. We consider the feature to be relevant if the p-value for
the independence test is below 0.05.

We find that the shape symmetry is used by the classifier to determine
whether a skin lesion is a seborrheic keratosis but not to determine whether
a skin lesion is a melanoma.

5 Summary and Discussion

In this work, we presented a novel method to determine whether a feature is
relevant to the prediction of a deep neural network. This method is built on the
framework of causal-inference and has several key differences to other methods.
Firstly, it determines the global behavior of a deep neural network instead of
the behavior in single examples, and it can be used to evaluate the relevance of
features that are functions of the input rather than part of the input directly.
Hence, it complements other methods, such as saliency maps.

Our method can be applied to a black-box classifier. Neither any retraining
nor any insight into intermediate results or gradients is needed. Hence, it is
easy and fast to apply the method, and it does not lead to any decrease in the
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performance of the classifier we want to understand. Additionally, since the only
requirement to the classifier we made is that it can be formulated as a pair of
two functions (T, F') our method can be applied to a vast range of classifiers.
While, in this paper, we focus on deep neural networks, our method can also be
applied to classical methods like kernel-SVM.

Since deep neural networks are opaque, it is difficult to evaluate the cor-
rectness of explanations for deep neural networks empirically. To this end, we
presented a thorough theoretical background to our method based on structural
causal models and Reichenbach’s common cause principle.

A drawback of our method is that the researcher has to provide the feature of
interest X prior to testing whether it is relevant. Our method does not propose
features for testing. Nevertheless, in many situations either prior knowledge tells
us which features might be relevant to a classifier, or we can use known methods
to determine features as candidates for testing. One example of such methods
are saliency maps. If we, for example, classify skin lesions, we can use a saliency
map to highlight an area. If the skin lesion is highlighted in many images, we can
use our method to understand which specific feature of the lesion is important.
We can test the shape, the symmetry, the mean color, or others. In this way
our method can be used in addition to saliency maps to understand a classifier
further.

Additionally, we can evaluate the relevance of features that cannot be high-
lighted by saliency maps. In Section 4, we evaluate the position of the object as
a feature. This feature cannot be evaluated using saliency maps.

As discussed in Section 2, our method will identify features as relevant, if
they contain a relevant feature or if they are an invertible function of a relevant
feature. This can lead to the method identifying multiple redundant versions of
the same feature. To this end, additional feature to feature evaluations can be
done using mutual information. We leave this for future work.

Whenever we apply our method, we have to select an independence test.
Testing independence on finite samples is a hard problem in itself, and no single
independence test is optimal for all kinds of data. When applying this method,
we have to select an independence test carefully, depending on the data. For
the experiments in this paper we used the RCOT [31]. To select a suitable
independence test, we point the reader to [31] and [10] and the references therein.

In multiple experiments, we could demonstrate that the method can be used
in relevant real-life situations. We demonstrated multiple experiments on MS
COCO, CUB200, and HAM10000. In these experiments, we used the method to
evaluate classifiers beyond there generalization performance on a holdout test
set. We compared different classifiers beyond their generalization performance,
and we evaluated whether a feature that is relevant to a human expert is relevant
to a classifier. These additional evaluations can be used to generate trust in a
classifier. They can help us to understand whether an existing classifier can be
adapted to a new task, sharing some, but not all of the features of its old task.
They can help to identify whether a neural network is biased or whether it bases
its decision on meaningful features.
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