
Supplementary Material for “An Asymmetric
Modeling for Action Assessment”

Jibin Gao1,4, Wei-Shi Zheng1,2,5∗, Jia-Hui Pan1, Chengying Gao1∗, Yaowei
Wang2, Wei Zeng3, and Jianhuang Lai1

1 School of Data and Computer Science, Sun Yat-sen University, China
2 Peng Cheng Laboratory, Shenzhen 518005, China

3 School of Electronics Engineering and Computer Science, Peking University, China
4 Pazhou Lab

5 Key Laboratory of Machine Intelligence and Advanced Computing, MOE, China
{gaojb5,panjh7}@mail2.sysu.edu.cn;{zhwshi,mcsgcy,stsljh}@mail.sysu.edu.cn

wangyw@pcl.ac.cn;weizeng@pku.edu.cn

Abstract. We provide some video demos for the visualization of assess-
ment process in our model. We also give a more detailed explanation for
our attention fusion module, and details of dataset TASD-2 construction
and data preprocessing in Experiments.

1 Video demos for the visualization of assessment process

We provide video demos for the visualization of assessment process in our model,
which is presented as Fig. 6 in our paper as well.

2 The attention fusion module

Our attention formulation absorbs the merit of the attention function in [7]. It
is defined as

A(Q,K, V ) = softmax(
QKT

√
dk

)V, (S1)

where Q, K and V represent the queries, keys and values, respectively, and dk is
a scaling factor of K. In computer vision, we generally learn the K√

dk
(denoted

as Kd) by a FC layer with a informative feature z, computed by

Kd = FCkey(z). (S2)

Kd corresponds to Okey in Eq. (5). Inspired by self-attention, we regard (X
(t)
wl ⊕

Y
(t)
msi) as the queries and values, and thus Eq. (5) corresponds to softmax(QKT

√
dk

),

as well as Eq. (4) corresponding to attention function. We used the whole-scene
feature Fwl for the key of attention because it contains the whole-scene context.
If replacing Fwl with Xwl, a little drop of performance will be found due to
information loss, as shown in Table S1.

* corresponding authors



2 J. Gao et al.

Table S1. Study on the choice of the features for the key of attention(%).

Suturing Needle Passing Knot Tying Avg. Corr.

Ours 63 65 82 71
Replace Fwl with Xwl for the key 64 63 81 70

3 Dataset TASD-2 construction details

We collected more than 600 samples from twenty valid and complete video-
recordings of entire synchronized diving events on YouTube, including four in
the Olympic Games, three in FINA, nine in the European diving competitions
and four in the Southeast Asian Games, which could be categorized as syn-
chronized 3-m springboard (SyncDiving-3m) and synchronized 10-m platform
(SyncDiving-10m). To determine whether each diving video was taken from the
front view, we watched almost the entire video and recorded the starting frame
and ending frame to split out a sample video. Additionally, for a specific sample,
some labels should be recorded for further study, especially the final scores for
action quality assessment. The details of the dataset are given in Table S2. Note
that “execution score v2” is determined through calculating “difficulty score”
multiplied by “execution score”, since referees only give the “execution score”
with value ranging 0 to 10, regardless of the difficulty of the action. Hence, in
individual analysis for execution of synchronized diving, we prefer to use “execu-
tion score v2” rather than “execution score” directly. The length of each video
was uniformly modified to 102 frames with the format of 320×240 for each frame
referring to AQA-7 [5]. We have augmented the videos by left-right flipping and
split them into a training set and a testing set with a ratio of 4:1, respectively,
in a random fashion.

4 Data preprocessing in Experiments

On JIGSAWS [3], a dataset containing egocentric surgical videos, the primary
and secondary information are fetched from the 3D kinetics feature in that

Table S2. Details of the TASD-2 dataset

Sport SyncDiving-3m SyncDiving-10m

#Frames of a sample 102 102
#Samples 119 184

#Augmented samples 238 368
#Training set 188 293
#Testing set 50 75

Sample’s attributes videos ID: “v id”
difficulty score: “diff score”
execution score: “exec score”

synchronization score: “sync score”
final score: “final score”

execution score v2: “exec score diff”
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Fig. S1. Detection results by using Alphapose [2] on TASD-2. The colourful lines
represent the skeleton of players.

dataset. To map different observed variables into a common space, DCT is oper-
ated on the 3D kinetics feature to obtain 50-dimensional expanding Aa, where it
is intuitive to regard the master tool manipulators as the primary in the asym-
metric interaction module and the patient-side manipulators as the secondary.
On sport action assessment tasks, we extract human poses (i.e. the coordinate
of each key-point of the poses) as Aa through AlphaPose [2], with denoising
and linear interpolation for completion. Fig. S1 shows the example of detection
results of applying AlphaPose [2] to our TASD-2. We extract the whole-scene
feature via I3D pretrained on Kinetics [1], with RGB and optical flow [6] feature
input. Referring to previous works [4], we uniformly divide every video into 10
segments, corresponding to 10 time steps. For each segment, 16 frames in sports
videos are uniformly sampled as the input of I3D, while in egocentric surgical
videos, 64 frames are sampled due to their longer duration than the sports videos
used in our experiment. Except TASD-2, which was augmented during dataset
construction, we augment the videos by left-right flipping used in [4]. The scores
in each dataset are normalized to [0, 100] as the labels to supervise our model.
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