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1 More details on the implementation of TPS

We present the “PyTorch style” pseudo-code of a special case of TPS, where
the patches from neighboring frames are shifted using a “Bayer filter” pattern.
The patch shift module is placed before the self-attention calculation, and then
a shift back operation is employed after the self-attention calculation.

# Patch shift with pattern B

def PatchShift(x, shift_back):

B, C, T, H, W = x.size()

direct = 1

if shift_back:

direct = -1

x[:,:,:,0::2,1::2] = roll(x[:,:,:,0::2,1::2], shifts= direct, dims=2)

x[:,:,:,1::2,0::2] = roll(x[:,:,:,1::2,0::2], shifts=-direct, dims=2)

return x

The simple patch shift function described above transfers a vanilla spatial
self-attention to a spatiotemporal self-attention. Other patterns can be imple-
mented in a similar paradigm. As we use Swin Transformer [5] as our backbone,
the coordinates of patches are shifted alongside the patches.

2 More details on the shift patterns

We show the Patterns A, B, C and D in Figure 1 here. Pattern B is obtained
via replacing 1/4 index-0 frame patches in pattern A by index-2 frame patches.
Pattern C is obtained by placing patches from 9 consecutive frames in a 3 × 3
grid. Pattern D is obtained by placing patches from 16 consecutive frames in a
4 × 4 grid.

⋆ Work done during an internship at Alibaba.
⋆⋆ Corresponding author.
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Fig. 1. Pattern A, B, C and D in Table 2(b) of the main paper.

3 Additional results on DeiT backbone

TPS is a plug-and-play module and it can be embedded into many existing trans-
formers to increase their spatiotemporal modeling capabilities. To illustrate the
effectiveness of TPS, we further test our method on another popular backbone
DeiT [7]. We use DeiT-S for our experiment, which has 14 × 14 image patches
at every layer and an additional class token. We insert a TPS module in every
two blocks of DeiT and operate directly on image patches. We densely sample
16 frames as input for training. Other training and testing configurations are the
same as PST-T.

We compare our proposed DeiT-S-TPS with DeiT-S-2D and DeiT-S-TSM.
DeiT-S-2D uses 2D DeiT-S for frame feature extraction and average pooling
for temporal modeling. DeiT-S-TSM applies temporal channel shift [4] on both
image patches and class token, and the channel shift ratio is set the same as [4].
The results are show in Table 1. DeiT-S-TPS improves 2.3% top-1 accuracy
on Kinetics400 over DeiT-S-2D. DeiT-S-TPS also outperforms DeiT-S-TSM by
0.5% thanks to the efficient spatio-temporal self-attention modeling.

Table 1. More backbones experiments on Kinetics400.

Model Pretrain Crops × Clips FLOPs Params Top-1 Top-5

DeiT-S-2D [7] IN-1K 3× 4 74G 22M 73.0 90.7
DeiT-S-TSM IN-1K 3× 4 74G 22M 74.8 91.6
DeiT-S-TPS IN-1K 3× 4 74G 22M 75.3 91.8

4 Visualization

We use GradCAM [6] for visualization of the last stage feature maps. In Fig. 3,
we present three examples of consecutive frames in Something-something-V2
videos in the first three columns, the learned feature activation maps by applying
average pooling, channel shift and PST are presented in fourth, fifth and sixth
columns, respectively. Our results show that PST learns spatiotemporal relation
by associating relevant regions, which clearly indicates the motion of actions.
Channel shift can also learn motion at some extent, but the activation map
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Fig. 2. Visualization by GradCAM on Something-something V2. Our PST learns to
focus on the moving of objects.

indicates that the receptive field is not as broad as PST. While in feature maps
of average pooling, the motion can not be easily learned.

4.1 More visualization results

We also present three visualization examples of PST from Kinetics400 [2], Div-
ing48 [3] and Something-something V1 [1], respectively, in Fig. 3. The consecu-
tive frames of each video are shown in the first three columns, and the learned
feature maps by PST are presented in the last column. It can be seen that PST
can learn to associate relevant regions, and the feature maps can indicate the
motion of actions in the video.

Fig. 3. Visualization by GradCAM on Kinetics400 (first row), Diving48 (second row)
and Something-something V1 (third row. PST can learn to focus on the motion of
objects.
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