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This document provides supplementary material that has been omitted from
the main paper due to space limitations. Section. 1 provides more implementa-
tion details about our model. Section. 2 presents the performance comparison
under different setups from 1-shot to 5-shot and the computational cost compari-
son between previous works and ours. Section. 3 shows the additional ablation of
different clip and patch number we select in temporal and spatial matching. Sec-
tion. 4 provides the detailed description of the multi-scale strategy to represent
patches and clips.

1 Additional Implementation Details

During training, we normalize the video frames before feeding them into the
model. During inference, we simply resize the frame scale into 224 x224 without
augmentation. We adopt 5-way K-shot setup to evaluate our model and each
episode contains 5 query videos for each class. We use a simple yet effective multi-
scale strategy to enhance temporal and spatial representations with multiple
clip scales r; € {2,3} and patch scales r; € {1,2,4} respectively, which will be
described in Section. 4 in detail. More details can be found in our codes.

2 Additional Comparison

Experimental Performance. Due to the space limitation, we only demon-
strate partial comparison results on five dataset splits including Kinetics [10],
SSsva2t [2], SSv2* [11], HMDB-51 [9] and UCF-101 [9] in the main paper. For a
comprehensive comparison with previous state-of-the-art works, we provide more
comparisons with existing few-shot works under the setups from 1-shot to 5-shot,
which are presented in Tab. 1. The global-matching and temporal-matching ap-
proaches are presented in the first and second block of the tables. We achieve
state-of-the-art results on all metrics under all setups on Kinetics, SSv2* and
HMDB-51 datasets. We achieve superior results on SSv2 T under 1-shot, 2-shot
and 3-shot setups, and best 1-shot result on UCF-101.

Computational Cost. Since our method consists of matching at three levels,
the computational cost is larger than previous works that only use matching at
the global or temporal level. Specifically, HCL takes around 800ms to evaluate
the distance of each video pair, where the global, temporal and spatial match-
ing takes around 100ms, 200ms and 500ms respectively. The computation cost
at global and temporal matching is similar to previous works, e.g., TRX [(]
(temporal matching) takes around 200ms.

014

030

037



2 ECCV-22 submission 1D 4804
Table 1: Performance compared with other works on different datasets.
Dataset ‘ Match ‘ Method ‘ 1-shot  2-shot 3-shot 4-shot 5-shot
Matching Net [8] | 53.3 643 692 718  74.6
Global MAML [3] 542 655  70.0 721 753
% ProtoNet [7] 59.1  73.6 787 817 835
Z TRAN [1] 66.6 746  77.3 789  80.7
=i
2 CMN [10] 60.5 70 75.6 773 789
Temporal TAM [2] 73.0 - - - 85.8
TRX [6] 646 764 805 836 855
| Hierarchical ours | 73.7 79.1 824 840 858
MAML [3] 30.9  35.1 - - 41.9
Global ProtoNet [7] 34.0 41.2 45.5 48.9 51.7
TRAN [1] 66.6 746  77.3 789  80.7
& TSN-++ [2] 33.6 - - - 43.0
2 CMN++ [2] 34.4 - - - 43.8
Temporal TRN-++ [2] 38.6 - - - 48.9
TAM [2] 42.8 - - - 52.3
TRX [6] 381 491 557 604 639
| Hierarchical | ours | 47.3 545 59.0 624 64.9
Matching Net [3] | 31.3 359  39.8 405 455
_ Global MAML [3] 309 351 386 40 41.9
Q ProtoNet [7] 309  37.2 418 445 472
98}
@ T | CMN [10] 362 421 44.6 47 48.8
empora TRX [6] 347 435 490 52.9 56.8
‘ Hierarchical ‘ ours ‘ 38.7 45.5 49.1 51.8 55.4
GenAPP [7] - - - - 52.5
= Global ProtoGAN [4] 34.7 - - - 54.0
2 ProtoNet [7] 442 573 646 682 720
§ T | ARN [1] 45.5 - - - 60.6
erpora TRX [0] 520 642  70.6 733 756
| Hierarchical | ours | 59.1 66.5 71.2 73.8 76.3
= GenAPP [5] - - - - 78.6
N Global ProtoGAN [4] 57.8 - - - 80.2
) ProtoNet 67.2 824 881 909  93.0
O
= T | ARN [0] 66.3 - - - 84.8
S empora TRX [0] 81.3  90.2 93.1 949 95.9
Hierarchical ours ‘ 82.5 88.6 91.0 92.4 93.9
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3 Additional Ablation of Clip and Patch Number

We empirically set the number of clips T' and patches S selected in temporal
and spatial matching as 10 according to the default setting. Additionally, we
provide ablations of these two hyper-parameters in Tab. 2. As spatial matching
contributes more for Kinetics while temporal matching matters for SSV2*, we
evaluate S on Kinetics and T on SSV2*.

Table 2: Ablation experiments with different number of clips T and patches S.

SSvar
1-shot 2-shot 5-shot

5 459 53.6 63.3
10 47.3 54.5 64.9
20 46.1 53.8 64.1

Kinetics
1-shot 2-shot 5-shot

5 71.8 77.8 84.9
10 73.7 79.1 85.8
15 746 78.6 85.1

Table 3: Ablation experiments with the multi-scale patches r, and clips r;.

Kinetics SSv2*
multi-scale 1-shot  5-shot 1-shot  5-shot
1 {2} 72.9 85.5 45.7 63.1
2 clips (7¢) {3} 72.8 85.3 46.6 64.2
3 {2,3} 73.7 85.8 47.3 64.9
4 {1} 721 845 465 642
5 | patches (rs) {1,2} 73.3 85.6 46.7 64.7
6 {1,2,4} 73.7 85.8 47.3 64.9

4 Additional Ablation of Multi-scale Representation

In order to better capture diverse sizes of objects and various durations of ac-
tions, we further exploit a multi-scale strategy to enhance both spatial and tem-
poral representations. Given a video with ¢ frames, we extract ¢ x h x w patches
from it. In the spatial dimension, besides the original h x w patches, we use av-
erage pooling to get downsampled feature maps, e.g., Tﬁ X T%, where 5 denotes
a downsample rate. In the temporal dimension, we exhaustively enumerate all
possible clips from the video with r; frames to construct the clip set C.

The additional experiments when using different scales of clips and patches
are presented in Tab. 3. The results show that multi-scale clips r,={2,3} bring
stable improvements compared with single scale r,={2} or r,={3}, which im-
proves the 1-shot performance on Kinetics from 72.9% to 73.7% and SSv2* from
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63.1% to 64.9%. Similar improvement of multi-scale patches can also be ob-
served in row 4-6 of Tab. 3 and our model achieves the best performance using
rs={1,2,4}. The multi-scale clips and patches enable our model to better adapt
to different durations of actions and sizes of objects.
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