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Abstract. Neural fields such as implicit surfaces have recently enabled avatar
modeling from raw scans without explicit temporal correspondences. In this work,
we exploit autoregressive modeling to further extend this notion to capture dynamic
effects, such as soft-tissue deformations. Although autoregressive models are
naturally capable of handling dynamics, it is non-trivial to apply them to implicit
representations, as explicit state decoding is infeasible due to prohibitive memory
requirements. In this work, for the first time, we enable autoregressive modeling of
implicit avatars. To reduce the memory bottleneck and efficiently model dynamic
implicit surfaces, we introduce the notion of articulated observer points, which
relate implicit states to the explicit surface of a parametric human body model.
We demonstrate that encoding implicit surfaces as a set of height fields defined on
articulated observer points leads to significantly better generalization compared
to a latent representation. The experiments show that our approach outperforms
the state of the art, achieving plausible dynamic deformations even for unseen
motions. https://zqbai-jeremy.github.io/autoavatar.

1 Introduction

Animatable 3D human body models are key enablers for various applications ranging
from virtual try-on to social telepresence [4]. While modeling of human avatars from
3D scans without surface registration is gaining more and more attention in recent
years [42,24,47,8,25], complex temporal dynamics are often completely ignored and the
resulting deformations are often treated exclusively as a function of the pose parameters.
However, the body shape is not uniquely determined by the current pose of the human,
but also depends on the history of shape deformations due to secondary motion effects.
The goal of our work is to realistically model these history-dependent dynamic effects
for human bodies without requiring precise surface registration.

To this end, we propose AutoAvatar, a novel autoregressive model for dynamically
deforming human bodies. AutoAvatar models body geometry implicitly - using a signed
distance field (SDF) - and is able to directly learn from raw scans without requiring
temporal correspondences for supervision. In addition, akin to physics-based simulation,
AutoAvatar infers the complete shape of an avatar given history of shape and motion. The
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Fig. 1: AutoAvatar. Given raw 4D scans with self-intersections, holes, and noise (grey
meshes) and fitted SMPL models (blue meshes), AutoAvatar automatically learns highly
detailed animatable body models with plausible secondary motion dynamics without
requiring a personalized template or surface registration (right).

aforementioned properties lead to a generalizable method that models complex dynamic
effects including inertia and elastic deformations without requiring a personalized
template or precise temporal correspondences across training frames.

To model temporal dependencies in the data, prior work has typically resorted to
autoregressive models [38,22,27,44]. While the autoregressive framework naturally
allows for incorporation of temporal information, combining it with neural implicit
surface representations [28,35,9] for modeling human bodies is non-trivial. Unlike
explicit shape representations, such neural representations implicitly encode the shape in
the parameters of the neural network and latent codes. Thus, in practice, producing the
actual shape requires expensive neural network evaluation at each voxel of a dense spatial
grid [35]. This aspect is particularly problematic for autoregressive modeling, since
most of the successful autoregressive models rely on rollout training [27,19] to ensure
stability of both training and inference. Unfortunately, rollout training requires multiple
evaluations of the model for each time step, and thus becomes prohibitively expensive
both in terms of memory and compute as the resolution of the spatial grid grows. Another
approach would be learning an autoregressive model using latent embeddings that encode
dynamic shape information [15]. However, it is infeasible to observe the entire span of
possible surface deformations from limited real-world scans, which makes the model
prone to overfitting and leads to worse generalization at test time.

By addressing these limitations, we, for the first time, enable autoregressive training
of a full-body geometry model represented by a neural implicit surface. To tackle
the scalability issues of rollout training for implicit representations, we introduce the
novel notion of articulated observer points. Intuitively, articulated observer points are
temporally coherent locations on the human body surface which store the dynamically
changing state of the implicit function. In practice, we parameterize the observer points
using the underlying body model [22], and then represent the state of the implicit surface
as signed heights with respect to the vertices of the pose-dependent geometry produced by
the articulated model (see Fig. 3a). The number of query points is significantly lower than
the number of voxels in a high-resolution grid, which allows for a significant reduction
in terms of memory and compute requirements, making rollout training tractable for
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implicit surfaces. In addition, we demonstrate that explicitly encoding shapes as signed
height fields is less prone to overfitting compared to latent embeddings, a common way
to represent autoregressive states [19,51].

Our main contributions are the following:

– The first autoregressive approach for modeling history-dependent implicit surfaces
of human bodies,

– Articulated observer points to enable autoregressive training of neural fields, and
– Comprehensive experiments that provide insights on the design decisions for model-

ing dynamic effects with neural fields.

2 Related Work

Parametric Human Models Since the anatomical structure of humans is shared across
identities, various methods have been proposed to parameterize shape and pose of
human bodies from large-scale 3D scan data [3,13,22,32,53,1]. SCAPE [3,13] learns
statistical human model models using triangle deformations. The pioneering work
by Allen et al. [2] used a vertex-based representation enhanced with pose-dependent
deformations, but the model was complex and trained with insufficient data, resulting
in overfitting. SMPL [22] improved the generalizability of [2] by training on more data
and removing the shape dependency in the pose-dependent deformations. More recent
works show that sparsity in the pose correctives reduces spurious correlations [32],
and that non-linear deformation bases parameterized by neural networks achieve better
modeling accuracy [53]. While most works focus on modeling static human bodies
under different poses, Dyna [38] and DMPL (Dynamic SMPL) [22] enable parametric
modeling of dynamic deformations by learning a linear autoregressive model. Kim
et al. [16] combine a volumetric parametric model, VSMPL, with an external layer
driven by the finite element method to enable soft tissue dynamics. SoftSMPL [44]
learns a more powerful recurrent neural network to achieve better generalization to
unseen subjects. Xiang et al. [51] model dynamically moving clothing from a history
of poses. Importantly, the foundation of the aforementioned works is accurate surface
registration of a template body mesh [6,7], which remains non-trivial. Habermann et
al. [12] also model dynamic deformations from a history of poses. While they relax the
need of registration by leveraging image-based supervision, a personalized template is
still required as a preprocessing step.

Recently, neural networks promise to enable the modeling of animatable bodies
without requiring surface registration or a personalized template [10,24,42,47,8]. These
methods leverage structured point clouds [24,25,55] or 3D neural fields [52] to learn
animatable avatars. Approaches based on neural fields parameterize human bodies as
compositional articulated occupancy networks [10] or implicit surface in canonical space
with linear blend skinning [29,42,8,50] and deformation fields [47,34]. Since implicit
surfaces do not require surface correspondences for training, avatars can be learned from
raw scans. Similarly, neural radiance fields [30] have been applied to body modeling to
build animatable avatars from multi-view images [36,20]. However, these approaches
represent avatars as a function of only pose parameters, and thus are unable to model
dynamics. While our approach is also based on 3D neural fields to eliminate the need
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Fig. 2: Overview. AutoAvatar learns a pose-driven animatable human body model with
plausible dynamics including secondary motions. Notice that our approach takes the
history of implicit shapes in an autoregressive manner for learning dynamics.

for surface registration, our approach learns not only pose-dependent deformations but
also history-dependent dynamics by enabling autoregressive training of neural implicit
surfaces.

Learning Dynamics Traditionally, physics-based simulation [45] is used to model
dynamics of objects. While material parameters of physics simulation can be estimated
from real data [5,49,46,54], accurately simulating dynamic behavior of objects remains
an open question. In addition, authenticity of physics-based simulation is bounded by the
underlying model, and complex anisotropic materials such as the human body are still
challenging to model accurately. For this reason, several works attempt to substitute a
deterministic physics-based simulation with a learnable module parameterized by neural
networks [14,56,43,37]. Such approaches have been applied to cloth simulation [14,37],
fluid [43], and elastic bodies [56]. Subspace Neural Physics [14] learns a recurrent
neural network from offline simulation to predict the simulation state in a subspace.
Deep Emulator [56] first learns an autoregressive model to predict deformations using a
simple primitive (sphere), and applies the learned function to more complex characters.
While we share the same spirit with the aforementioned works by learning dynamic
deformations in an autoregressive manner, our approach fundamentally differs from
them. The aforementioned approaches all assume that physical quantities such as vertex
positions are observable with perfect correspondence in time, and thus results are only
demonstrated on synthetic data. In contrast, we learn dynamic deformations from real-
world observation while requiring only coarse temporal guidance by the fitted SMPL
models. This property is essential to model faithful dynamics of real humans.

3 Method

Our approach is an autoregressive model, which takes as inputs human poses and a shape
history and produces the implicit surface for a future frame. Fig. 2 shows the overview
of our approach. Given a sequence of T implicitly encoded shapes {St−T+1, ...,St}
and T + 1 poses {pt−T+1, ...,pt+1} with t being the current time frame, our model
predicts the implicit surface St+1 of the future frame t+ 1. The output shape St+1 is



AutoAvatar: Autoregressive Neural Fields for Dynamic Avatar Modeling 5

Signed Height

Articulated 
Observer 

Points

Posed SMPL

(a) Shape Encoding.

Features in Posed Space

Po
in

tN
et

q

v{i,j,k} ∈ 𝒩k(q)

di = ∥q − vi∥2
ci = cos(q − vi, ni)

ni

St+1

[zt+1
i , di, ci]

…

Zt+1
Signed Distance Functions

vi [zt+1
j , dj, cj]

[zt+1
k , dk, ck]

(b) Articulation-Aware SDF Decoding.

Fig. 3: Shape Encoding/Decoding. Our novel shape encoding via articulated observer
points and articulated-aware SDF decoding lead to faithful modeling of dynamics.

then passed as an input to the next frame prediction in an autoregressive manner. Our
model is supervised directly with raw body scans, and requires a training dataset of 4D
scans (sequences of 3D scans) along with fitted SMPL body models [22]. Unfortunately,
explicitly representing shapes St as levelsets of implicit surface is prohibitively expensive
for end-to-end training. To this end, we introduce the concept of articulated observer
points - vertex locations on the underlying articulated model - which are used as a local
reference for defining the full body geometry. The underlying implicit surface is encoded
as a height field with respect to the articulated observer points (Sec. 3.1). Given a history
of height fields and pose parameters, we convert those to dynamic latent feature maps
in UV space (Sec. 3.2). Finally, we map the resulting features to SDFs by associating
continuous 3D space with the learned features on the SMPL vertices, which are directly
supervised by point clouds with surface normals (Sec. 3.3).

3.1 Shape Encoding via Articulated Observer Points

The core of our approach is an autoregressive model that operates on implicit neural
surfaces, allowing us to incorporate temporal shape information necessary for modeling
challenging dynamics. The key challenge that arises when training such autoregressive
models is finding a way to encode the shape - parameterized implicitly as a neural field -
into a representation that can be efficiently computed and fed back into the model. The
most straightforward way is to extract an explicit geometry representation by evaluating
the neural field on a dense spatial grid and running marching cubes [23]. However, in
practice this approach is infeasible due to prohibitive memory and computational costs,
in particular due to the cubic scaling with respect to the grid dimensions. Instead, we
propose to encode the state of the implicit surface into a set of observer points.

Encoding geometry into discrete point sets has been shown to be efficient and
effective for learning shape representations from point clouds [39]. Prokudin et al. [39]
relies on a fixed set of randomly sampled observer points in global world coordinates,
which is not suitable for modeling dynamic humans due to the articulated nature of human
motion. Namely, a model relying on observer points with a fixed 3D location needs to
account for extremely large shape variations including rigid transformations, making
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the learning task difficult. Moreover, associating randomly sampled 3D points with a
parametric human body is non-trivial. To address these limitations, we further extend the
notion of observer points to an articulated template represented by the SMPL model [22],
which provides several advantages for modeling dynamic articulated geometries. In
particular, soft-tissue dynamic deformations appear only around the minimally clothed
body, and we can rely on this notion as an explicit prior to effectively allocate observer
points only to the relevant regions. In addition, the SMPL model provides a mapping of
3D vertices to a common UV parameterization, allowing us to effectively process shape
information using 2D CNNs in a temporally consistent manner.

More specifically, to encode the neural implicit surface into the articulated observer
points, we compute “signed heights” H = {hj}Mj=1 ∈ RM from M vertices on a fitted
SMPL model. For each vertex, the signed height hj is the signed distance from the
vertex to the zero-crossing of the implicit surface along the vertex normal (see Fig. 3a).
We use the iterative secant method as in [31] to compute the zero-crossings. Note that
there can be multiple valid signed heights per vertex since the line along the normal can
hit the zero-crossing multiple times. Based on the observation that the SMPL vertices
are usually close to the actual surface with their normals roughly facing into the same
direction, we use the minimum signed height within a predefined range [hmin, hmax]
(in our experiments, we use hmin = −2cm, hmax = 8cm). If no zero-crossing is found
inside this range, we set the signed height to hmin. Note that the computed heights
are signed because the fitted SMPL can go beyond the actual surface due to its limited
expressiveness and inaccuracy in the fitting stage.

3.2 Dynamic Feature Encoding

The essence of AutoAvatar is an animatable autoregressive model. In other words,
a reconstructed avatar is driven by pose parameters, while secondary dynamics is
automatically synthesized from the history of shapes and poses. To enable this, we learn
a mapping that encodes the history of shape and pose information to latent embeddings
containing the shape information of the future frame. More specifically, denoting the
current time frame as t, we take as input T + 1 poses {pt−T+1, ...,pt+1} and T signed
heights vectors {Ht−T+1, ...,Ht}, and produce dynamic features Zt+1 ∈ RM×C .
Given these inputs, we also compute the temporal derivatives of poses {ṗt+i}1i=−T+2

and signed heights {Ḣt+i}0i=−T+2 as follows:

ṗk = pkp
−1
k−1

Ḣk = Hk −Hk−1,
(1)

where p∗ are represented as quaternions. To emphasize small values in Ḣ , we apply
the following transformation g(x) = sign(x) · ln(α|x| + 1) · β, where α = 1000 and
β = 0.25. Following prior works [42,4], we also localize pose parameters to reduce long
range spurious correlations as follows:

L(p) = (W · ωj) ◦ p, (2)

where ◦ denotes the element-wise product, j is the vertex index, W ∈ RJ×J is an
association matrix of J joints, and ωj ∈ RJ×1 is the skinning weights of the j-th vertex.
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We set Wn,m = 1 if the n-th joint is within the 1-ring neighborhood of the m-th joint
(otherwise Wn,m = 0). Note that the derivative of the root transformation is included in
{L(ṗt+i)} without localization. Finally, we map Ht, {Ḣt+i}, L(pt+1), and {L(ṗt+i)}
to UV space using barycentric interpolation. The concatenated features are fed into a
UNet [41] to generate a feature map Zuv . We then resample Zuv on the UV coordinates
corresponding to SMPL vertices to obtain the per-vertex dynamic latent embeddings
Z. We empirically found that incorporating temporal derivatives further improves the
realism of dynamics (see Supp. Mat. video for comparison).

3.3 Articulation-Aware Shape Decoding

Given the dynamic feature Zt+1 = {zt+1
1 , ...,zt+1

M } and a query point q, we decode
signed distance fields f(q) to obtain the surface geometry of the dynamic avatar. Several
methods model the implicit surface in canonical space by jointly learning a warping
function from the posed space to the canonical space [42,8]. However, we observe that
the canonicalization step is very sensitive to small fitting error in the SMPL model, and
further amplifies the error in the canonical space, making it difficult to learn dynamics
(see discussion in Sec. 4). Therefore, we directly model the implicit surface in a posed
space while being robust to pose changes. Inspired by Neural Actor [20], we associate
a queried 3D point with a human body model and pose-agnostic spatial information.
Specifically, Neural Actor uses height from the closest surface point on the SMPL
model to the query location together with a feature vector sampled on the same surface
point. However, we find that their approach based on the single closest point leads
to artifacts around body joints (e.g., armpits) for unseen poses. To better distinguish
regions with multiple body parts, we instead use k-nearest neighbor vertices. Fig. 3b
shows the illustration of our SDF decoding approach. Given a query point q, we first
compute the k-nearest SMPL vertices {vj}j∈Nk(q), where Nk(q) is a set of indices
of k-nearest neighbor vertices. To encode pose-agnostic spatial information, we use
rotation-invariant features. Specifically, we compute the distance dj = ∥q − vj∥2 and
cosine value cj = cos(xj ,nj), where xj is the vertex-to-query vector xj = q−vj , and
nj is the surface normal on vj . We feed the concatenated vector

[
zt+1
j , dj , cj

]
into a

PointNet-like [40] architecture to compute the final SDFs with the max pooling replaced
by a weighted average pooling based on jointly predicted weights for better continuity.

As in [42], we employ implicit geometric regularization (IGR) [11] to train our
model directly from raw scans without requiring watertight meshes. Note that in contrast,
other methods [29,8,47] require watertight meshes to compute ground-truth occupancy
or signed distance values for training. Our final objective function L is the following:

L = Ls + Ln + λigrLigr + λoLo, (3)

where λigr = 1.0, λo = 0.1. Ls promotes SDFs which vanish on the ground truth surface,
while Ln encourages that its normal align with the ones from data: Ls =

∑
q∈Qs

|f(q)|,
Ln =

∑
q∈Qs

∥∇qf(q) − n(q)∥2, where Qs is the surface of the input raw scans.
Ligr is the Eikonal regularization term [11] that encourages the function f to satisfy
the Eikonal equation: Ligr = Eq (∥∇qf(q)∥2 − 1)2, and Lo prevents off-surface SDF
values from being too close to the zero-crossings as follows: Lo = Eq (exp(−γ ·|f(q)|)),
where γ = 50.
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3.4 Implementation Details

Network Architectures. In our experiments, we use a UV map of resolution 256× 256,
T = 3, and k = 20. Before the k-nearest neighbor (k-NN) query in Sec. 3.3, we
subsample 3928 vertices by poisson-disk sampling on the SMPL mesh, and only use
these subsampled vertices for k-NN computation. This subsampling ensures that vertices
are distributed uniformly, leading to consistent area coverage by k-NN selection. Please
see Supp. Mat. for more discussions and architecture details.
Training. Our training consists of two stages. First, we train our model using ground-
truth signed heights without rollout for 90000 iterations. Then, we finetune the model
using a rollout of 2 frames for another 7500 iterations to reduce error accumulation for
both training and inference. We use the Adam optimizer with a learning rate of 1.0×10−4

(1.0× 10−5) at the first (second) stage. To compute Ln, we sample 10000(1000) points
on the scan surface. Similarly, for Ligr, we sample 10000(1000) points around the scan
surface by adding Gaussian noise with standard deviation of 10cm to uniformly sampled
surface points, and sample 2000(500) points within the bounding box around the raw
scans. The points uniformly sampled inside the bounding box are also used to compute
Lo. Both stages are trained with a batch size of 1.
Inference. At the beginning of the animations, we assume ground-truth raw scans are
available for the previous T frames for initialization. If no ground truth initial shape is
available, we initialize the first T frames with our baseline model conditioned only on
pose parameters. Note that the scan data is extremely noisy around the hand and foot
areas, and the SMPL fitting of the head region is especially inaccurate. Therefore, we fix
the dynamic features on the face, hands, and feet to the ones of the first frame.

4 Experimental Results

4.1 Datasets and Metrics

Datasets. We use the DFaust dataset [7] for both training and quantitative evaluation,
and AIST++ [48,18] for qualitative evaluation on unseen motions. For the DFaust
dataset, we choose 2 subjects (50002 and 50004), who exhibit the most soft-tissue
deformations. The interpolation test evaluates the fidelity of dynamics under the same
type of motions as in training but at different time instance, and the extrapolation
test evaluates performance on unseen motion. For 50002, we use the 2nd half of
chicken wings and running on spot for the interpolation test, one leg jump
for the extrapolation test, and the rest for training. For 50004, we use the 2nd half of
chicken wings and running on spot for interpolation, one leg loose for
extrapolation, and the rest for training. The fitted SMPL parameters in DFaust are
provided by the AMASS [26] dataset that uses sparse points on the registered data as
approximated mocap marker locations and computes the parameters using MoSh [21].
Note that more accurate pose can be obtained by using all the registration vertices (see
Supp. Mat.), but this is not required by our method to recover soft-tissue deformation.
Metrics. For evaluation, we extract the 0-level set surface at each time step using
Marching Cubes [23] with a resolution of 2563. We also use simplified scans with
around 10000 vertices and outlier points (distance to the nearest SMPL vertex larger
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than 10cm) have been removed. We evaluate the accuracy of the predicted surface in
terms of its position and dynamics accuracy. The surface position accuracy is measured
by averaging the distance from each simplified scan vertex to the closest prediction
surface point. Evaluating the dynamics accuracy of the implicit surface efficiently is more
challenging. We approximate the local occupied volume as a scalar per registration vertex
representing the ratio of surrounding points contained in the interior of the (ground-truth
or inferred) surface. We use 10 points uniformly sampled inside a 5cm cube centered
at the vertex. When computing the per-vertex scalars, the head, hands and feet vertices
are ignored due to their high noise levels. The temporal difference of this scalar across
adjacent frames can be interpreted as a dynamic measure of the local volume evolution.
We report the mean square difference between this dynamic descriptor as computed
with the ground truth simplified scan and the inferred implicit surface. Since a small
phase shift in dynamics may lead to large cumulative error, reporting only the averaged
errors from the entire frames can be misleading. Therefore, we report errors along the
progression of rollout predictions. For each evaluation sequence, we start prediction
every 20 frames (i.e., 20th frame, 40th frame, ...), and use the ground truth pose and
shape history only for the first frame, followed by the autoregressive predictions for the
error computation. In Tab. 1, we report the averaged errors for both metrics after 1, 2,
4, 8, 16, and 30 rollouts. The errors for small number of rollouts evaluate the accuracy
of future shape prediction given the ground-truth shape history, whereas the errors with
longer rollouts evaluate the accumulated errors by autoregressively taking as input the
predictions of previous frames. We discuss the limitation of error metrics with longer
rollouts in Sec. 4.2.

4.2 Evaluation

In this section, we provide comprehensive analysis to validate our design choices and
highlight the limitations of alternative approaches and SoTA methods based on both
implicit and explicit shape representations. Note that all approaches use the same training
set, and are trained with the same number of iterations as our method for fair comparison.
Effectiveness of Autoregressive Modeling. While autoregressive modeling is a widely
used technique for learning dynamics [38,56,37], several recent methods still employ
only the history of poses for modeling dynamic avatars [51,12]. Thus, to evaluate the
effectiveness of autoregressive modeling we compare AutoAvatar with pose-dependent
alternatives that use neural implicit surfaces. More specifically, we design the following
3 non-autoregressive baselines:
1. Pose: We only feed pose parameters of the next frame L(pt+1) in our architec-

ture. Prior avatar modeling methods based on neural fields employ this pose-only
parameterization [42,47,8].

2. PoseTCN: Temporal convolutional networks (TCN) [17] support the incorporation
of a long-range history for learning tasks, and have been used in several avatar
modeling methods [51,12]. Thus, we use a TCN that takes as input the sequence
of poses with the length of 16. We first compute localized pose parameters, as in
our method, for each frame and apply the TCN to obtain 64-dim features for each
SMPL vertex. The features are then fed into the UNet and SDF decoders identical
to our method.
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Table 1: Quantitative Comparison with Baseline Methods. Our method produces the
most accurate predictions of the future frames given the ground-truth shape history
among all baseline methods (see rollout 1-4). For longer rollouts, more dynamic
predictions lead to higher error than less dynamic results due to high sensitivity to
initial conditions in dynamic systems [33] (see discussion in Sec. 4.2).

(a) Mean Scan-to-Prediction Distance (mm) ↓ on DFaust.

Rollout (# of frames)
1 2 4 8 16 30

Interpolation Set

Non-Autoregressive

SNARF [8] 7.428 7.372 7.337 7.476 7.530 7.656
Pose 4.218 4.202 4.075 4.240 4.409 4.426
PoseTCN 4.068 4.118 4.086 4.228 4.405 4.411
Pose + dPose 3.852 3.841 3.764 3.972 4.164 4.156

Autoregressive
G-embed 2.932 3.006 3.131 3.462 3.756 3.793
L-embed 1.784 2.138 2.863 4.250 5.448 5.916
Ours 1.569 1.914 2.587 3.627 4.736 5.255

Extrapolation Set

Non-Autoregressive

SNARF [8] 7.264 7.287 7.321 7.387 7.308 7.251
Pose 4.303 4.306 4.308 4.299 4.385 4.398
PoseTCN 4.090 4.091 4.105 4.119 4.233 4.257
Pose + dPose 3.984 3.991 4.017 4.063 4.162 4.190

Autoregressive
G-embed 2.884 2.926 3.043 3.258 3.577 3.787
L-embed 1.329 1.539 2.079 3.326 4.578 5.192
Ours 1.150 1.361 1.834 2.689 3.789 4.526

(b) Mean Squared Error of Volume Change ↓ on DFaust.

Rollout (# of frames)
2 4 8 16 30

Interpolation Set

Non-Autoregressive

SNARF [8] 0.01582 0.01552 0.01610 0.01658 0.01682
Pose 0.01355 0.01305 0.01341 0.01367 0.01387
PoseTCN 0.01364 0.01323 0.01350 0.01399 0.01416
Pose + dPose 0.01288 0.01247 0.01273 0.01311 0.01321

Autoregressive
G-embed 0.01179 0.01168 0.01199 0.01248 0.01265
L-embed 0.01003 0.01180 0.01466 0.01716 0.01844
Ours 0.00902 0.01053 0.01258 0.01456 0.01565

Extrapolation Set

Non-Autoregressive

SNARF [8] 0.01178 0.01194 0.01251 0.01228 0.01206
Pose 0.01027 0.01039 0.01074 0.01052 0.01039
PoseTCN 0.01020 0.01038 0.01064 0.01040 0.01029
Pose + dPose 0.00992 0.01014 0.01048 0.01029 0.01013

Autoregressive
G-embed 0.00936 0.00959 0.00995 0.00996 0.00998
L-embed 0.00648 0.00821 0.01100 0.01308 0.01402
Ours 0.00567 0.00715 0.00915 0.01039 0.01107
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Fig. 4: Qualitative Comparison with Non-Autoregressive Baselines. As the belly
region is highly non-rigid, it exhibits fluid-like dynamic deformations asynchronously
with the skeletal motion. Our method successfully models this non-rigid dynamics, while
other methods fail at modeling this as if the belly is rigidly attached to the rest of the
body parts.

3. Pose+dPose: Our approach without autoregressive components (Ht, {Ḣt+i}).
Tab. 1 shows that our approach outperforms the baseline methods for the first 8

frames for interpolation, and first 16 frames for extrapolation. In particular, there is a
significantly large margin for the first 4-8 frames, indicating that our method achieves
the most accurate prediction of the future frames given the ground-truth shape history.
We also observe that the non-autoregressive methods tend to collapse to predicting the
“mean” shape under each pose without faithful dynamics for unseen motions (see Fig. 4
and Supp. Mat. video). Since the accumulation of small errors in each frame may lead
to large deviations from the ground-truth due to high sensitivity to initial conditions
in dynamic systems [33], for longer rollouts mean predictions without any dynamics
can produce lower errors than more dynamic predictions. In fact, although our method
leads to slightly higher errors on longer rollouts, Fig. 4 clearly shows that our approach
produces the most visually plausible dynamics on the AIST++ sequences. Importantly,
we do not observe any instability or explosions in our autoregressive model for longer
rollouts, as can be seen from the error behavior shown in Fig. 7. We also highly encourage
readers to see Supp. Mat. video for qualitative comparison in animation. In summary,
our results confirm that autoregressive modeling plays a critical role for generalization
to unseen motions and improving the realism of dynamics.
Explicit Shape Encoding vs. Latent Encoding. Efficiently encoding the geometry of
implicit surfaces is non-trivial. While our proposed approach encodes the geometry via
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Fig. 5: Qualitative Comparison with Latent-space Autoregression. While the latent
space-based autoregression approaches suffer either from overfitting to pose parameters
(G-embed) or instability (L-embed, see Supp. Mat. video), our approach based on a
physically meaningful quantity (signed height) achieves the most stable and expressive
synthesis of dynamics.

signed heights on articulated observer points, prior approaches have demonstrated shape
encoding based on a learned latent space [35,4]. Therefore, we also investigate different
encoding methods for autoregressive modeling with the following 2 baselines:
1. G-embed: Inspired by DeepSDF [35], we first learn per-frame global embeddings

lg ∈ R512 with the UNet and SDF decoder by replacing Ht, {Ḣt+i}, {L(ṗt+i)}
with repeated global embeddings. Then, we train a small MLP with three 512-dim
hidden layers using Softplus except for the last layer, taking as input pt+1, {ṗt+i},
and 3 embeddings of previous frames to predict the global embedding at time t+ 1.

2. L-embed: For modeling mesh-based body avatars, localized embeddings are shown
to be effective [4]. Inspired by this, we also train a model with localized embeddings
ll ∈ R16×64×64. We first learn per-frame local embeddings ll together with the UNet
and SDF decoder by replacing Ht, {Ḣt+i}, {L(ṗt+i)} with bilinearly upsampled
ll. Then we train another UNet that takes as input L(pt+1), {L(ṗt+i)}, and 3
embeddings of previous frames to predict the localized embeddings at time t+ 1.
Note that for evaluation, we optimize per-frame embeddings for test sequences using

Eq. (3) such that the baseline methods can use the best possible history of embeddings
for autoregression. Tab. 1 shows that our method outperforms L-embed in all cases
because L-embed becomes unstable for the test sequences. For G-embed, we observe the
same trend as for the non-autoregressive baselines: our approach achieves significantly
more accurate predictions of the future frames given the ground-truth trajectories (see the
errors for 1-4 rollouts), and G-embed tends to predict “mean” shapes without plausible
dynamics. The qualitative comparison in Fig. 5 confirms that our approach produces
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Fig. 6: Qualitative Comparison with SoTA Methods. Our approach produces
significantly more faithful shapes and dynamics than the state-of-the-art implicit avatar
modeling method [8], and shows comparable dynamics with prior art dependent on
registrations with fixed topology [44].

(a) Scan-to-Prediction Distance ↓ (b) MSE of Volume Change ↓

Fig. 7: Comparison with SoftSMPL [44]. We plot the errors on the sequence of
one leg loose for subject 50004. Surprisingly, our registration-free approach mostly
outperforms this baseline that has to rely on registered data with fixed topology.

more plausible dynamics. Please refer to Supp. Mat. video for detailed visual comparison
in animation. We summarize that physically meaningful shape encodings (e.g., signed
heights) enable more stable learning of dynamics via autoregression than methods relying
on latent space.
Comparison to SoTA Methods.. We compare our approach with state-of-the-art
methods for both implicit surface representations and mesh-based representations. As
a method using neural implicit surfaces, we choose SNARF [8], which jointly learns a
pose-conditioned implicit surface in a canonical T-pose and a forward skinning network
for reposing. Similar to ours, SNARF does not require temporal correspondences other
than the fitted SMPL models. We use the training code released by the authors using
the same training data and the fitted SMPL parameters as in our method. Note that in
the DFaust experiment in [8], SNARF is trained using only the fitted SMPL models
to DFaust as ground-truth geometry, which do not contain any dynamic deformations.
Tab. 1 shows that our approach significantly outperforms SNARF for any number of
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rollouts. Interestingly, SNARF can produce dynamic effects for training data by severely
overfitting to the pose parameters, but this does not generalize to unseen poses as the
learned dynamics is the results of spurious correlations. As mentioned in Sec. 3.3, we
also observe that the performance of SNARF heavily relies on the accuracy of the
SMPL fitting for canonicalization, and any small alignment errors in the underlying
SMPL registration deteriorates their test-time performance (see Fig. 6). Therefore, this
experiment demonstrates not only the importance of autoregressive dynamic avatar
modeling, but also the efficacy of our articulation-aware shape decoding approach given
the quality of available SMPL fitting for real-world scans.

We also compare against SoftSMPL [44], a state-of-the-art mesh-based method that
learns dynamically deforming human bodies from registered meshes. The authors of
SoftSMPL kindly provide their predictions on the sequence of one leg loose for
subject 50004, which is excluded from training for both our method and SoftSMPL for
fair comparison. To our surprise, Fig. 7 show that our results are slightly better on both
metrics for the majority of frames, although we tackle a significantly harder problem
because our approach learns dynamic bodies directly from raw scans, whereas SoftSMPL
learns from the carefully registered data. We speculate that the lower error may be mainly
attributed to the higher resolution of our geometry using implicit surfaces in contrast
to their predictions on the coarse SMPL topology (see Fig. 6). Nevertheless, this result
is highly encouraging as our approach achieves comparable performance on dynamics
modeling without having to rely on surface registration.

5 Conclusion

We have introduced AutoAvatar, an autoregressive approach for modeling high-fidelity
dynamic deformations of human bodies directly from raw 4D scans using neural
implicit surfaces. The reconstructed avatars can be driven by pose parameters, and
automatically incorporate secondary dynamic effects that depend on the history of
shapes. Our experiments indicate that modeling dynamic avatars without relying on
accurate registrations is made possible by choosing an efficient representation for our
autoregressive model.
Limitations and Future Work. While our method has shown to be effective in modeling
the elastic deformations of real humans, we observe that it remains challenging, yet
promising, to model clothing deformations that involve high-frequency wrinkles (see
Supp. Mat. for details). Our evaluation also suggests that ground-truth comparison
with longer rollouts may not reliably reflect the plausibility of dynamics. Quantitative
metrics that handle the high sensitivity to initial conditions in dynamics could be further
investigated. Currently, AutoAvatar models subject-specific dynamic human bodies,
but generalizing it to multiple identities, as demonstrated in registration-based shape
modeling [38,22,44], is an interesting direction for future work. The most exciting venue
for future work is to extend the notion of dynamics to image-based avatars [36,20]. In
contrast to implicit surfaces, neural radiance fields [30] do not have an explicit “surface”
as they model geometry using density fields. While this remains an open question, we
believe that our contributions in this work such as efficiently modeling the state of shapes
via articulated observer points might be useful to unlock this application.
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