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1 Additional Ablation Study

We additionally conduct ablation study to understand the performance impact
of the number of visual concepts per class. Tab. 1 shows the detection results
on FineAction [2] with different numbers of visual concepts per class. Results
show that using 5 visual concepts per class achieves the best performance. And
in general the HAAN model’s performance is stable with respect to the number
of visual concepts. The number of visual concepts does not significantly affect
the detection results so long as the hierarchical visual concept modeling exists.

Since a different pooling method (Eq. 1 in the main paper) is proposed in
our HAAN model’s MIL framework, we conduct the ablation study to compare
the proposed pooling method with other two pooling methods used in previous
works. Results in Tab. 2 shows that the proposed pooling method outperforms
other pooling methods in HAAN.

2 Qualitative Visualization of Action Detection Results

We visualize some example action detection results from the proposed HAAN
model and compare them with the ground truth. We select correct examples as
well as partially correct examples to get a holistic understanding of the HAAN
model’s prediction.

As shown in Fig. 1, our HAAN model is able to detect complete action
instances in (a) and (b). In (c), the number of action instances is predicted
correctly but with slightly mismatched action boundaries. In (d), the model
combines two consecutive action instances into one action prediction, due to
the challenge of recognizing the exact action boundary for fine-grained actions,
especially in the weakly-supervised setting.
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Table 1. Action detection results of HAAN model on FineAction dataset with different
numbers of visual concepts for each fine-level action class. The avg.mAP refers to the
average of the mean Average Precision (mAP) at different temporal IoU thresholds
ranging from 0.5 to 0.95 with an interval of 0.05

Number of visual mAP@ τ
avg.mAP

concepts per class 0.5 0.75 0.95

2 6.91 3.85 1.06 4.01
3 6.93 3.93 1.09 4.07
5 7.05 3.95 1.14 4.10
8 6.87 3.79 1.03 3.94
10 6.94 3.86 1.09 4.01

Table 2. mAP@0.5 results of different pooling methods for HAAN model on FineAc-
tion dataset

Pooling methods Lmil Lmil+Lpseudo+Lconcept+Lcoarse

Our proposed pooling 5.74 7.05
K-max in [8,6,4,7,3] 5.01 6.58

Attention-based in [8,5,9,1] 4.55 6.27
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Fig. 1. Visualization of HAAN’s predicted actions in FineAction dataset. (a,b) are
correct detections. In (c), the HAAN model predicts the correct number of action
instances, but there exists a slight mismatch in the detected time interval. In (d), the
model combines two consecutive action instances into one
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