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1 Supplementary Material

Effect of shot changes. In this section, we show the shot change experiment
where the connected clips are both from the Cityscapes dataset. This can be
considered as a more simple version of the experiment explained in the main
paper since, in this case, the context of the clips are more similar and therefore,
the representations of two different video frames are likely to be more similar
compared to the cross-dataset experiments. We demonstrate the results of this
experiment in Figure S1. We notice that, for shot changes in similar contexts, i.e.
Cityscapes-to-Cityscapes, the mIoU scores on initial frames are higher than our
previous experiment in Figure 5 (right) and also higher than the ImageNet-VID
to Cityscapes shot change scenario in Figure 7 in the main paper. Additionally,
after the first few frames, the mIoU scores again get close to the values presented
in Figure 5 (right) and Figure 7 in the main paper. Overall the results confirm
that StreamDEQ is able to adapt the representation to sudden changes in the
video.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Time Offset of the Evaluated Frame

0

10

20

30

40

50

60

70

80

m
Io

U

StreamDEQ (1 Iterations)
StreamDEQ (2 Iterations)
StreamDEQ (4 Iterations)
StreamDEQ (8 Iterations)
Baseline (1 iteration)
Baseline (2 iterations)
Baseline (4 iterations)
Baseline (8 iterations)
Baseline (27 Iterations)

Fig. S1. mIoU results of StreamDEQ with shot changes from Cityscapes
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