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1 Details of the proposed filter importance scoring
algorithm

The proposed filter importance scoring (FIS) follows the general Taylor expansion-
based methods [15,24]. Filter pruning aims to minimize ∆L, i.e., the difference
in the target loss function when the pre-trained network Θ0 and a filter θ are
removed. As described in this paper, to calculate the importance score of θ, we
use fθ, i.e., the input feature map of the next layer which is generated by θ. For
convenience in terms of notation, we redefine the target loss with fθ removed as
L(fθ). Here, ∆L is expressed as

∆L(fθ) =
∣∣L(fθ)− L(0)

∣∣ (1)

Here, if L(0) is expanded using Taylor series, it is expressed as follows.

L(0) =
∑∞

n=0
L(n)(fθ)

n! (0− fθ)n

= L(fθ)− fθ∇fθL(fθ) +R1

(2)

where R1 is the Lagrange remainder. Next, Eq. (1) and Eq. (2) are combined. At
this time, if R1 is omitted to reduce the computational burden, it is expressed
by the following formula.

∆L(fθ) =
∣∣L(fθ)− L(fθ) + fθ∇fθL(fθ)−R1

∣∣
≈

∣∣fθ∇fθL(fθ)
∣∣ (3)

The proposed method uses the rewardR(Θi, ·) instead of the target loss function.
As a result, the proposed filter importance score S(θ) for θ is expressed by

S(θ) =
∣∣∣∣∂R(Θi, ·)

∂fθ
fθ

∣∣∣∣ (4)
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Method Acc. FLOPs ↓ Param ↓

EKG

94.26 25.06 8.84
94.28 30.07 10.83
94.19 35.05 16.25
94.25 40.06 19.45
94.15 45.00 22.62
94.09 50.12 27.40
93.92 55.11 33.69
93.89 60.02 41.60
93.69 65.11 46.52
93.39 70.04 53.14

Table 1. Performance comparison with several existing techniques. The baseline in
this experiment is ResNet-56. Here, Acc is the accuracy, and FLOPs ↓ and Param ↓
are the reduction rates of FLOPs and the number of parameters, respectively.

2 Experimental configurations

This section describes the configurations set up for various experiments in this
paper. The kernels of convolutional layers and fully-connected (FC) layers were
initialized by Xavier initializer [5] and He initializer [7], respectively. As hyper-
parameters of batch normalization [10], α and ϵ were set to 0.9 and 1×10−5. The
L2-regularizer was applied to all trained parameters. Also, to train all networks,
the stochastic gradient descent (SGD) [11] algorithm was used, and Nesterov
accelerated gradient [16] was applied. Here, momentum was set to 0.9.

2.1 CIFAR

CIFAR10 and CIFAR100 use the same configuration as they have no difference
except for the number of classes.
Pre-trained network: ResNet-56 [7] and MobileNet-v2 [19] are learned for
200 epochs. Here, the batch size is 128. The initial learning rate is 0.1, which
is reduced by 0.2 times at 60, 120, and 160 epochs, respectively. The weight of
L2-regularization is set to 5×10−4 for ResNet-56 and 4×10−5 for MobileNet-v2,
respectively. Each data is normalized on a channel basis. Also, for data augmen-
tation, random horizontal flipping and 32×32 random cropping with padding of
4 pixel-thickness are used.
Sub-network search phase: In the sub-network search phase, we divide the
training dataset Dtrain into the training subset Dsubset and the validation set
Dval. Dsubset and Dval are configured by sampling 256 and 32 data per class
so that there is no duplicate. Here, data augmentation is not used. In addition,
batch normalization layers are set as training mode, and batch statistics are
calculated and used each time.

Prior to the sub-network search phase, the pre-trained network is fine-tuned
for 1 epoch with X subset. Here, the learning rate is set to 1 × 10−3. The batch
size for fine-tuning and evaluation is 256, and the ratio of the filters with low
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ResNet Method Top-1 (diff.) Top-5 (diff.) FLOPs ↓ GPU hour

50

DSA [17] 75.1 (-0.92) 92.45 (-0.41) 40.5 675*
FPGM [12] 75.59 (-0.56) 92.63 (-0.24) 42.7 198*
BNP [14] 75.51 (-1.01) 92.43 (-0.66) 45.6 360
GBN [24] 76.19 (+0.31) 92.83 (-0.16) 41.0 530*
TAS [3] 76.20 (-1.26) 92.06 (-0.81) 44.1 532*

SRR-GR [22] 75.76 (-0.37) 92.67 (-0.19) 45.3 N/A
NPPM [4] 75.96 (-0.19) 92.75 (-0.12) 56.2 N/A
ResRep [2] 76.15 (-0.00) 92.89 (+0.02) 54.9 427

EKG
76.43 (-0.02) 93.13 (-0.02) 45.0 315
75.93 (-0.52) 92.82 (-0.33) 55.0 310

EKG-BYOL 76.60 (-0.40) 93.23 (-0.31) 55.0 315
Autoslim [25] 75.6 N/A 51.6 480
DMCP [6] 76.20 N/A 46.7 N/A

CafeNet [20] 76.90 93.3 52.0 1000*
BCNet [21] 76.90 93.3 52.0 1000*

Table 2. Comparison with various pruning techniques for ResNet-50 trained on Ima-
geNet. * indicates the estimated value.

scores r is 0.2. In the last iteration, r is adjusted so that the FLOPs reduction
rate is as close as possible to the given target pruning rate τ .

Memory bank building phase: The number of teachers K to build a memory
bank is 5. The settings of all other hyper-parameters are the same as those for
evaluating in the sub-network search phase.

Fine-tuning by ensemble knowledge transfer: ResNet-56 and MobileNet-
v2 are trained only for 100 epochs, which is a half of a pre-trained network. Here,
the batch size is 128. The initial learning rate is 1 × 10−2, which decreases by
0.2 times at 30, 60, and 80 epochs, respectively. The weight of L2-regularization
is 5×10−4. For additional data augmentation, random brightness, contrast, and
saturation distortion are used. the temperature

2.2 ImageNet-2012

Since the basic training configuration of ImageNet-2012 is the same as that of
CIFAR, this section describes only hyper-parameters.

Sub-network search phase: Dsubset and Dval are configured by sampling 256
and 32 data per class so that there is no duplicate. Prior to the sub-network
search, the pre-trained network is fine-tuned for 1 epoch with Dsubset. Here, the
learning rate is 1 × 10−3. The batch size for fine-tuning and evaluation is 256,
and the ratio of the filters with low scores r is set to 0.1 for ResNet-18 and 0.2
for ResNet-34 and -50.

Memory bank building phase: The number of teachers K to build a memory
bank is 5. The settings of all other hyper-parameters are the same as those for
evaluating in the sub-network search phase.
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Contrastive knowledge transfer: ResNet-18, -34 -50 are trained for 100
epochs. Here, the batch size is 256. The initial learning rate is 0.1 and decreases
by 0.1 times at 30, 60, and 90 epochs. The weight of L2-regularization is set
to 1 × 10−4. We employ random brightness, contrast, saturation, and lighting
distortion for additional data augmentation.

Estimation of GPU hours: How to estimate GPU hours in Fig. 6 is described
here. Most of previous works did not show such costs, but the approximate cost
of some methods, i.e., FPGM [8], GBN [24], DAS [18], TAS [3] can be estimated
based on the released information. First, in the case of FPGM and GBN, how
many epochs are required for pruning and fine-tuning are disclosed. In our envi-
ronment, multiplying this by the GPU hours required to infer 1 epoch gives us
the approximate GPU hours required by both techniques. For example, assuming
epoch for forwarding is 0.5, GPU hours of FPGM and GBN are 100×1.98 = 198
and ((100000/1281167 × 10 × 0.5 + 10) × 20 + 60) × 1.98 = 530, respectively.
Also, DSA and TAS only disclosed GPU hours for ResNet-18. At this time, if
it is assumed that computing time is proportional to FLOPs of ResNet-18 and
ResNet-50, approximate GPU hours can be estimated. As a result, GPU hours
of DSA and TAS are 300×4.1/1.82 = 675 and 236×4.1/1.82 = 532. The authors
mentioned in the paper that CafeNet [20] and BCNet [21] require a huge amount
of computation to give up part of the algorithms when learning ImageNet. It is
actually impossible to run the algorithms on a standard workstation. So, the
costs of CafeNet and BCNet were expressed as ’1000’ symbolically in the paper.
These estimates are not exact and may vary depending on the testing environ-
ment. However, it is useful enough as an index for estimating the approximate
cost.

3 Experimental setting for random sub-networks

This section describes the configuration for the experiment in Figure 2 of this
paper. First, the process of generating a random sub-network is as follows. A
random sub-network is generated in a similar way to the proposed method’s
search process. At this time, in order to give randomness, selecting filter impor-
tance scores and candidates are randomly determined. In addition, in order to
prevent the distribution of sub-networks intensively in low performance areas,
we used the L1-norm-based score for several trials so that a sub-network with
higher performance is selected.

Next, as mentioned above, when calculating the validation loss of the ran-
dom sub-network, the loss is calculated by selecting the batch normalization
layer as the training mode. In the case of the condition number, we analyze a
1-directional landscape composed by gradient direction. Here, if the loss land-
scape is traversed as much as the calculated gradient, the loss diverges, making
it difficult to analyze the landscape. Thus, we traversed the 0.1 times boundary
of gradients and analyzed the saturated part of the sub-network more inten-
sively. The points where condition numbers were calculated were generated by
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Method Top-1 (diff.) Top-5 (diff.) FLOPs ↓
AMC [9] 70.80 (-1.00) N/A 30.0

MetaPruning [13] 71.20 (-0.80) N/A 30.7
LeGR [1] 71.40 (-0.40) N/A 30.0

Greedy Pruning [23] 71.60 (-0.40) N/A 30.0
NPPM [4] 72.02 (+0.02) 90.26 (-0.12) 29.7

CafeNet [20] 73.3 91.1 30.0
EKG 71.08 (-0.20) 89.88 (-0.14) 30.2

Table 3. Comparison with various techniques for MobileNet-v2 trained on ImageNet

uniformly sampling 21 points at the traverse boundary. And all the condition
numbers are averaged and used as an index to evaluate the sub-network.

Finally, the training of each random sub-network follows a plain fine-tuning
strategy, and its training configuration is the same as that used when learning
CIFAR mentioned above.

4 Numerical values for each plot result

Table 1 and Table 2 show the numerical value of each point at Figure 5 and the
bottom of Figure 6 of this paper, respectively.

5 Additional experiments for MobileNet-v2

We additionally provide the experimental results for MobileNet-v2 trained on
ImageNet according to the meta-reviewer’s advise (see Table 3). Note that we
were able to run two experiments on our workstation for about 10 days just
after the meta-review was released. Also, since there is a risk of not being able
to sufficiently tune hyper-parameters in a right time, we used the same hyper-
parameters as ResNet-50. The experimental results show that the performance
of the network pruned by EKG is 71.08, which is somewhat worse than the
best performance of the other methods. However, the performance degradation
is only -0.2%, which is low compared to most of the existing methods. Thus,
we can expect that EKG can approach the SOTA performance if a significant
hyper-parameter search is allowed.
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