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1 Evaluation Metrics

For pedestrian attribute prediction, we adopted five evaluation metrics. We
present the details of these metrics. The only label-based metric is the mean
accuracy (mA) metric, which is the mean of positive accuracy and negative ac-
curacy for each attribute. Mathematically, the mA is calculated by:
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where M is the number of attributes, P; and T'P; represent the numbers of
positive samples and correctly predicted positive samples of the j-th attribute
respectively, N; and T'N; are the numbers of negative samples and correctly
predicted negative samples of the j-th attribute respectively.

We also consider four example-based metrics: accuracy, precision, recall, and
F1 score:
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where N denotes the number of samples, Y; is the positive labels of the i-th
sample and Y} is the predicted positive values for the i-th sample.

2  Weighting Strategy

For facial attribute recognition and clothing attribute recognition, we follow the
common practice which does not utilize the weighting strategy for loss functions.
Therefore, we have:

Lot Zyglog (pj)+(1—y;)log(1—p;),

Lagn( Zyﬂog +(1—y;)log(1-1;).
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Fig. 1. More visualization results of attention scores in the self-attention layer. We
show the attention of the first head at layer 1 with four samples. The positive ground
truth attribute labels of each sample are listed in the corresponding bottom-left corner.

For pedestrian attribute recognition, we follow the widely used weighted

binary-entropy strategy in [5,11]. In this way, we have:

Y-

Loim(T)=) w;(y;log(p;)+(1—y;)log(1-p;)),
M (4)
ﬁaqn(w)Zij (y;log(l;)+(1—y;)log(1—1;)),

wj =y;e TV + (1 y;)e,

where ; is the positive example ratio of the j-th attribute.
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Table 1. Ablation experiments Table 2. Ablation experiments on the position
on the position embeddings of embeddings of visual features.
word representations.

Method Pos  Error(%)
Method Pos Error(%) X 13.51
X 1249 AQN v 13'36
Label2Label ’ :
v 1251 X 19,08
Label2Label '
v 12.49

3 More Ablation Studies

3.1 Position Embeddings for Word Representations

We conducted ablation experiments on the position embeddings of word repre-
sentations. Since we are dealing with unordered “sentences”, we randomly define
three different label sequences and use the corresponding position embeddings
respectively. We report the average performance of three different label sequences
on the LFWA database in Table 1. We found no additional performance gain
from the position embeddings of the word representations. The reason is that
our “sentences” are essentially made up of unordered “words”.

3.2 Position Embeddings for Visual Features

In our paper, we add 2D-aware position embeddings to visual feature vectors to
retain positional information. We conduct experiments to verify their effective-
ness and show the results on the LFWA database in Table 2. We observe that
introducing position embeddings in visual features is beneficial for performance.

3.3 Comparisons with Transformer-based Multi-label Classification
Methods

Many Transformer-based multi-label classification methods [6,7] have been pro-
posed in recent years. To further verify the effectiveness of the proposed method,
we conducted experiments on the three datasets used in our paper. Table 3 shows
the results. We see our method consistently outperforms C-Tran [6] and Q2L [7],
which shows the superiority of our method.

3.4 The Need of Masking

To verify the effectiveness of masking, we construct three pure reconstruction
(without masking) baselines. 1) Feature Reconstruction: direct reconstruction of
the word features 71,72, ...,7ps. 2) Score Reconstruction: direct reconstruction
of the predicted scores I3, 13, ...,l5r. 3) Label Reconstruction: direct reconstruc-
tion of the labels: y1,yo,...yar. Table 4 shows the results on the LFWA dataset.
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Table 3. Comparisons of our method with other Transformer-based methods.

Dataset LFWA PA100K Clothing
Meteic Error mA Accuracy F1 Accuracy
C-Tran [0] 14.66 81.53 78.97 86.86 90.00
Q2L [7] 13.28 80.72 78.78 86.73 91.81
Ours 12.49 82.37 79.03 86.96 92.87

Although the Label Reconstruction works competitively, it is still inferior to
our method with masking. Just as found in [4], although Autoencoder (re-
construction) works well, the Masked Autoencoder (masking) is the key factor
to learning better features. In BERT, the masked word is replaced with the
[mask] token or a random word. So the MLM has two tasks: mask-recovering
and error-correcting. Both increase the training difficulty. In our method, the
wrong predictions are like random words in BERT. See Table 4, Ours (o = 0)
outperforms Label Reconstruction (12.55 vs 12.70). The only difference is that
the input of our IC-MLM contains wrong predictions while Label Reconstruction
does not, which proves that our proposed IC-MLM also benefits from handling
this special “mask”.

Table 4. Comparisons with three pure reconstruction baselines.

Reconstruction Ours (Masking)
Method Feature Score Label a=0 a=0.1
Error(%) 13.45 1363 | 1270 | 1255 12.49

4 Network Structure Configuration

We show the default hyper-parameters for the Transformer decoder layer of our
method in Table 5.

Table 5. Hyperparameters for the Transformer decoder layer of our method.

Component Hyperparameters
Activation GELU
Hidden dim 2048
FFN hidden size 2048
Attention heads 4

Attention head szie 512
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5 More Visualization Results

We provide more visualization results of the attention scores in Figure 1. We
conducted the experiments on the LEFWA database. We read out the attention
from the self-attention layer of our label decoder. The DODRIO [12] is used for
visualization. We show the attention scores of the first head at layer 1 with four
examples.

For the first example, the attribute “Wearing Earrings” is strongly related
to the existence of “Wearing Lipstick”, “No Beard”, and “Female” and the ab-
sence of “5 o’clock shadow”. For the second sample, the attributes “Oval Face”,
“Pointy Nose”, “Sideburns”, “Wearing Necktie” and “Male” imply the existence
of “Attractive”. For the third sample, the attributes “Wearing Earrings” and
“Wearing Lipstick” indicate the gender “Female”. For the last example, the
attribute “Wearing Lipstick” assigns more attention to the existence of “Wear-
ing Earrings”, “Wearing Necklace”, “Heavy Makeup” and the absence of “Mus-
tache”, “Male”. We see our method can learn the instance-level attribute rela-
tions even if a sample has some wrong labels.

6 Detailed Results

For facial attribute recognition, some methods [2, 10] report the pre-class recog-
nition accuracy. We report the pre-attribute classification error on the LEWA
database in Table 6 for a comprehensive comparison.

We observe our method attains very competitive results with a simple frame-
work compared to highly tailored domain-specific methods, which demonstrates
the effectiveness of our method.
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Table 6. The classification error (%) obtained by all the competing methods on the
LFWA datasets. The accuracy for each attribute obtained by the proposed method is
highlighted in bold.
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