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Abstract. Backdoor attacks have been shown to be a serious threat
against deep learning systems such as biometric authentication and au-
tonomous driving. An effective backdoor attack could enforce the model
misbehave under certain predefined conditions, i.e., triggers, but behave
normally otherwise. The triggers of existing attacks are mainly injected
in the pixel space, which tend to be visually identifiable at both training
and inference stages and detectable by existing defenses. In this paper, we
propose a simple but effective and invisible black-box backdoor attack
FTrojan through trojaning the frequency domain. The key intuition
is that triggering perturbations in the frequency domain correspond to
small pixel-wise perturbations dispersed across the entire image, break-
ing the underlying assumptions of existing defenses and making the poi-
soning images visually indistinguishable from clean ones. Extensive ex-
perimental evaluations show that FTrojan is highly effective and the
poisoning images retain high perceptual quality. Moreover, we show that
FTrojan can robustly elude or significantly degenerate the performance
of existing defenses.

Keywords: backdoor attack, black-box attack, frequency domain, in-
visibility

1 Introduction

CNNs are vulnerable to backdoor/trojan attacks [20, 34]. Specifically, a typi-
cal backdoor attack poisons a small subset of training data with a trigger, and
enforces the backdoored model misbehave (e.g., misclassify the test input to a
target label) when the trigger is present but behave normally otherwise at infer-
ence time. Such attacks can cause serious damages such as deceiving biometric
authentication that is based on face recognition or misleading autonomous cars
that rely on camera inputs.

An ideal backdoor attack should satisfy the three desiderata of efficacy, speci-
ficity, and fidelity from the adversary’s perspective [39]. Here, efficacy means
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Fig. 1. The poisoning images of existing backdoor attacks. (a) Poisoning images from
BadNet [20], Blend [11], TrojanNN [34], Clean Label [49], Dynamic Backdoor [41],
IAB [37], Latent Backdoor [58], and Composite Backdoor [31]. (b) Poisoning images
from SIG [7] and Refool [35].

that the target CNN model can be successfully misled by the triggers, specificity
means that the trained model should perform normally on the benign inputs,
and fidelity means the poisoning images should retain the perceptual similarity
to the original clean images. The latter two aspects are related to the stealthiness
of a backdoor attack. That is, if either the trigger is clearly visible or the back-
doored model performs relatively poor on the benign inputs, users may easily
detect such an anomaly.
Motivation. While various existing backdoor attacks perform relatively well on
the efficacy and specificity aspects, they tend to fall short in terms of satisfying
the fidelity requirement, i.e., the triggers are visually identifiable (see Figure 1).
The fundamental reason is that existing attacks directly inject or search for
triggers in the spatial domain (i.e., pixel space) of an image. In this domain,
it is a dilemma to find triggers that are simultaneously recognizable by CNNs
and invisible to humans. Figure 1(a) shows the poisoning images from existing
backdoor attacks whose triggers are concentrated in a small area, and thus the
triggers are visually identifiable to a large extent. In view of this, several work
proposes to disperse the trigger to a larger area to make it less visible. Figure 1(b)
shows two black-box backdoor attacks on this thread. However, they are still
generally detectable by humans (e.g., the wave pattern in the background or
the abnormal reflective phenomenon). Recently, several work has successfully
created invisible and effective white-box backdoor attacks [38, 17, 30]. However,
they all require the control over the training process with knowledge of the
learning model in use, which limits their usages in practice.
Insight and Contribution. In this paper, we propose a simple but effective and
invisible black-box backdoor attack FTrojan through trojaning the frequency
domain of images. It opens the door for various future backdoor attacks and
defenses. Our key insights are two-fold. First, adding small perturbations in the
mid- and high-frequency components can result in poisoning images with high
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fidelity [45, 56]. Second, recent research has provided evidence that frequency-
domain triggers, although dispersed throughout the entire image, are still recog-
nizable and learnable by CNNs [59, 55, 54, 52]. Armed with the above insights,
we first transform the images from RGB channels to YUV channels as UV chan-
nels correspond to chrominance components that are less sensitive to the human
visual system (HVS). Next, we divide an image into a set of disjoint blocks and
inject the trigger at both mid- or high-frequency components of the UV chan-
nels in each block. Through the above design, we can not only maintain the high
fidelity of poisoning images, but also disperse the trigger throughout the entire
image breaking the underlying assumptions of many existing defenses.

We evaluate our attack in several datasets and tasks including traffic sign
recognition, objection classification, and face recognition. The results show that
the proposed attack FTrojan achieves 98.78% attack success rate on aver-
age without significantly degrading the classification accuracy on benign inputs
(0.56% accuracy decrease on average). Moreover, we compare the fidelity as-
pect with several existing backdoor attacks and show that the poisoning images
by FTrojan are visually indistinguishable and retain higher perceptual quality.
We also evaluate the proposed attack against state-of-the-art backdoor defensing
systems including Neural Cleanse [51], ABS [33], STRIP [18], Februus [16],
and NAD [29], as well as adaptive defenses based on anomaly detection and sig-
nal smoothing in the frequency domain. The results show that FTrojan can
robustly bypass or significantly degenerate the performance of these defenses.

2 Attack Design

Overview. In the black-box setting of backdoor attacks, the adversary does not
have the access or control to the CNN model, and he/she can only access part
of the training data [20, 41]. Consequently, the key issue of such an attack is to
design the triggers. To make the trigger invisible and effective, our FTrojan
consists of the following steps. First, given an input RGB image, we first convert
it to YUV channels. The reason is that YUV channels contain the bandwidth
for chrominance components (i.e., UV channels) that are less sensitive to the
HVS. Second, we transform the UV channels of the image from the spatial
domain to the frequency domain via discrete cosine transform (DCT). Here,
a small perturbation on the frequency domain may correspond to a large area
in the spatial domain. In practice, we divide the images into a set of disjoint
blocks and perform DCT on each block. Blocks that are too large would make
the computation time-consuming, and too small could cause serious distortion
to the image. We set block size to 32 × 32 in this work, and the frequency
map of a block is shown in Figure 2(a), where we use index (k1, k2) to indicate
each frequency band (the frequency goes from high to low from the upper left
to the bottom right).5 Third, FTrojan chooses a frequency band with a fixed
5 Other design choices such as choosing to poison smaller blocks or fewer blocks are

also studied, and the results, included in the supplementary material, show little
difference in a wide range.
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Fig. 2. (a) Frequency map of DCT. Each frequency band is indicated by the 2-D
frequency index (k1, k2). (b) An illustration of the trigger of FTrojan. The trigger
is scattered over the entire image and invisible to the HVS. To better visualize the
trigger, we multiply each pixel value with a given factor in the second row.

magnitude in the frequency domain to serve as the trigger. We will later discuss
different trigger generation strategies related to what frequency is the trigger
placed on and what is the magnitude of the trigger. Finally, after the frequency
trigger is generated, we apply inverse DCT to obtain the trigger in the spatial
domain denoted by YUV channels, and transform the YUV channels back to the
RGB channels since CNN models are mainly trained on the RGB color space.

Note that, once the trigger is defined in the frequency domain, it corresponds
to fixed pixels (with fixed values) in the spatial domain. Therefore, we can use
these pixels as the trigger to superimpose the original pixels to poison an image,
without the need of repeatedly computing the above transforms.
Trigger Generation. Trigger generation involves the following two orthogonal
dimensions, i.e., trigger frequency and trigger magnitude.

We first need to decide the specific frequency band that we aim to place
the trigger on. On the one hand, placing the trigger at higher frequency would
make the poisoning image even less sensitive to human perception, but such
triggers could be erased by low-pass filters. On the other hand, triggers at lower
frequency are robust against low-pass filters but could cause visual abnormalities
if its magnitude is too large. In this work, we choose a more robust mix mode,
i.e., placing one trigger at mid frequency and one at high frequency.

For trigger magnitude, larger magnitude may be easier for CNNs to learn
and also robust against low-pass filters; however, it also comes at a risk of being
detected by human perception or existing backdoor defenses. Smaller magnitude
may bypass human perception and existing defenses, but being attenuated by
the low-pass filters. We evaluate different choices in the experiment and choose
a moderate magnitude depending on the specific datasets.

An example of our trigger is shown in Figure 2(b). We can visually observe
that the poisoning images by our method retain very high perceptual similar-
ity to their original images. Additionally, we can observe from the first row of
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Table 1. Summary of the datasets and the classifiers used in our experiments.

Task Dataset # of Training/Test Images # of Labels Image Size Model Architecture

Handwritten Digit Recognition MNIST 60,000/10,000 10 32× 32× 1 2 Conv + 2 Dense
Traffic Sign Recognition GTSRB 39,209/12630 43 32× 32× 3 6 Conv + 1 Dense
Object Classification CIFAR10 50,000/10,000 10 32× 32× 3 6 Conv + 1 Dense
Object Classification ImageNet 20,567/1,315 16 224× 224× 3 ResNet50
Face Recognition PubFig 5,274/800 60 224× 224× 3 ResNet50

Figure 2(b) that, the injected trigger is nearly invisible to humans. To further
show how the trigger looks like, we multiply each pixel value of the trigger by
a factor and show the results in the second row of the figure. We can observe
that the trigger is scattered over the entire image. More examples of poisoning
images are shown in the supplementary material.

3 Evaluation

3.1 Experimental Setup

Tasks, Datasets, and Models. As summarized in Table 1, we conduct exper-
iments on several benchmark tasks/datasets, including handwritten digit recog-
nition on the MNIST data [27], traffic sign recognition on the GTSRB data [46],
object classification on the CIFAR10 data [26] and the ImageNet data [15], and
face recognition on the PubFig data [26]. We resize the images, and train differ-
ent models for these tasks depending on the image size and complexity. For the
GTSRB data, we follow standard processing such as histogram equalization in
the HSV color space. For the ImageNet data, we randomly sampled 16 labels.
For the PubFig data, we use the sampled subset of 60 persons from [35].
Evaluation Metrics. For efficacy and specificity, we measure the attack success
rate (ASR) and the accuracy on benign data (BA), respectively. For fidelity, it is
still an open problem to measure it. In this work, we mainly consider if human
eyes are sensitive to the poisoning images and use metrics peak signal-to-noise
ratio (PSNR) [24], structural similarity index (SSIM) [53], and inception score
(IS) [42, 8].
Implementations. For the proposed FTrojan attack, we implement it with
two versions in both PyTorch and Tensorflow 2.0.6 Our default settings are as
follows. For trigger frequency, we place the trigger at frequency bands (15, 15)
and (31, 31) where (15, 15) belongs to the mid-frequency component and (31, 31)
belongs to the high-frequency component. Based on the size of images, we set the
trigger magnitude to 30 for MNIST, CIFAR10, GTSRB, and 50 for ImageNet,
PubFig. The injection rate is fixed to 5% for simplicity. We use the Adam op-
timizer with learning rate 0.0005 for MNIST and GTSRB, and the RMSprop
optimizer with learning rate 0.001 for the rest datasets. The batch size is set
to 64. In the following, we use FTrojan to denote the default setting unless

6 The code is available at https://github.com/SoftWiser-group/FTrojan.
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Table 2. Efficacy and specificity results of FTrojan variants. All the results are
percentiles. For the default FTrojan (i.e., ‘UV+mix’ variant), it can achieve 98.78%
ASR, while the BA decreases by 0.56% on average.

FTrojan Variant MNIST GTSRB CIFAR10 ImageNet PubFig

BA ASR BA ASR BA ASR BA ASR BA ASR

No attack 99.40 - 97.20 - 87.12 - 79.60 - 89.50 -

UV+mix 99.36 99.94 96.63 99.25 86.05 99.97 78.63 99.38 88.62 99.83
UV+mid 99.40 99.22 96.91 98.59 86.90 99.90 78.50 99.75 89.13 97.86
UV+high 99.39 99.81 96.63 99.12 86.90 99.90 78.75 99.14 88.25 99.93
YUV+mix - - 96.82 98.35 86.76 99.96 79.13 99.38 88.08 99.93
RGB+mix - - 97.16 92.05 86.33 95.99 78.70 95.46 89.37 99.25

otherwise stated. The target label is set to 8 for all the datasets. All the exper-
iments were carried out on a server equipped with 256GB RAM, one 20-core
Intel i9-10900KF CPU at 3.70GHz and one NVIDIA GeForce RTX 3090 GPU.

3.2 Attack Performance

(A) Overall Performance. We first evaluate different trigger generation strate-
gies of the proposed FTrojan attack. The BA and ASR results are shown in
Table 2, and the corresponding fidelity results are included in the supplementary
material due to the space limit. For the variants in the table, ‘UV’, ‘YUV’, and
‘RGB’ indicate injected channels of the trigger,7 and ‘mid’, ’high’, and ‘mix’
mean the trigger frequencies. Here, ‘mix’ is our default setting as mentioned
above, and frequency bands (15, 15) and (31, 31) are used for ‘mid’ and ‘high’,
respectively.

We can first observe that all the FTrojan variants are effective, namely,
decreasing little on BA and having a high ASR. For example, on average, the
default FTrojan (i.e., ‘UV+mix’) can achieve 98.78% ASR, while the BA de-
creases by only 0.56%. Additionally, comparing different trigger frequencies, we
can observe that all the three choices are closely effective and trojaning at high
frequency tends to have higher fidelity results in general (based on the fidelity
results in the supplementary material).
(B) Performance versus Injection Rate, Trigger Frequency, and Trig-
ger Magnitude. We next evaluate the effectiveness of FTrojan when the
injection rate of poisoning images in training data varies. We increase the injec-
tion rate from 0.01% to 10% and show the results in Figure 3(a) and 3(b). In
the following, we mainly report results on GTSRB and CIFAR10 as training on
these two datasets is more efficient. We can observe from the figure that BA does
not change significantly when the injection rate is in a wide range. Additionally,
when the injection rate is no less than 1%, FTrojan can achieve a high ASR for
7 The MNIST images are gray-scale and have only one channel. We directly inject the

trigger into this channel for Table 2.
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(a) Performance vs.
injection rate on
GTSRB

(b) Performance vs.
injection rate on CI-
FAR10

(c) Performance vs.
trigger magnitude
on GTSRB

(d) Performance vs.
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Fig. 3. Performance vs. injection rate and trigger magnitude. FTrojan can achieve
a high ASR when the injection rate is around 0.1% - 1%, and when the frequency
magnitude is larger than a certain threshold. We fix the magnitude to 30 for GTSRB
and CIFAR10, and fix injection rate to 5% in this work to ensure high ASR.

both datasets. This experiment also shows that different datasets have different
sensitivity to the injection rate. For example, injecting 0.1% poisoning images
could already achieve a high ASR on CIFAR10.

For trigger frequency, we study different frequency indices while keeping the
other settings as default. It is observed that the backdoor attack is effective when
the triggers are placed on mid- and high-frequency components. In this work, we
choose a mix mode by default, i.e., triggering one mid-frequency index and one
high-frequency index. The results are included in the supplementary material.

We next explore the effectiveness of FTrojan w.r.t. the trigger magnitude.
We vary the trigger magnitude from 1 to 50, and show the results on GTSRB and
CIFAR10 in Figure 3(c) and 3(d). We can observe that as long as the frequency
magnitude is larger than a certain threshold, our backdoor attack will succeed
with a high ASR. Based on our experiments, the poisoning images will not
cause identifiable visual abnormalities when the trigger magnitude is no more
than 100 in mid- and high-frequency components (e.g., see the images in the
supplementary material). To ensure high ASR and robustness against filtering
methods such as Gaussian filters, we set trigger magnitude to 30−50 for different
datasets based on the size of the images.
(C) Comparisons with Existing Attacks. Here, we compare FTrojan with
existing backdoor attacks including BadNet [20], SIG [7], Refool [35], and
IAB [37]. For BadNet, we implement it ourselves and add a 4× 4 white block
in the lower right corner as the trigger. For Refool, we use the implementa-
tion provided by the authors [6]. For SIG, we use the public implementation
in the NAD repository [4]. For IAB, we also use its implementation from the
authors [3]. Since Refool does not provide its implementations on MNIST and
IAB does not provide its implementations on ImageNet and PubFig, we still
report the results on GTSRB and CIFAR10 as shown in Table 3.

We can first observe from the table that our FTrojan attack achieves higher
ASR scores than the competitors on both datasets. The BA scores of FTrojan
are also very close to those of the clean model. Second, FTrojan outperforms
the competitors for all the three fidelity metrics. Together with the visual results
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Table 3. Comparison results with existing attacks. All the BA and ASR results are
percentiles. Larger PSNR and SSIM, and smaller IS are better. FTrojan achieves
higher ASR than the competitors on both datasets, and it outperforms the competitors
for all the three fidelity metrics. Best results are in bold.

Attack Method GTSRB CIFAR10

BA ASR PSNR SSIM IS BA ASR PSNR SSIM IS

No Attack 97.20 - INF 1.000 0.000 87.12 - INF 1.000 0.000

BadNet 96.51 84.98 24.9 0.974 0.090 86.01 94.80 23.8 0.941 0.149
SIG 96.49 92.56 25.3 0.973 1.353 85.70 95.76 25.2 0.871 1.905

Refool 96.41 56.52 19.1 0.923 1.035 85.87 73.20 17.3 0.769 0.910
IAB 92.12 64.84 23.8 0.956 0.226 85.10 79.70 13.2 0.829 2.240

FTrojan 96.63 99.25 40.9 0.995 0.017 86.05 99.97 40.9 0.995 0.135

Table 4. Defense results of Neural Cleanse. FTrojan can bypass Neural
Cleanse (i.e., the abnormal index is smaller than 2).

Dataset Abnormal Index

Clean Backdoored

GTSRB 1.33 1.62
CIFAR10 1.25 1.85

in Figure 1, we can conclude that the proposed FTrojan attack is better than
the competitors in the fidelity aspect.

In summary, the above results show that: 1) in the efficacy and specificity
aspects, the proposed FTrojan achieves a high attack success rate without sig-
nificantly degrading the classification accuracy on benign inputs; and 2) in the
fidelity aspects, FTrojan produces images with higher fidelity and perceptual
quality under three evaluation metrics compared to the existing backdoor attacks.

3.3 Evaluations against Defenses

Neural Cleanse. Neural Cleanse [51] detects triggers via searching for a
small region with a fixed trigger pattern. The basic idea is that, no matter what
the input is, the existence of the trigger pattern will lead the model to predict a
fixed label. Then, it compares the norms of each identified pattern to determine
the abnormal index of the classifier. Abnormal index larger than 2 is considered
to be a backdoored model. We use the Neural Cleanse implementation pro-
vided by the authors [5], and the detection results are shown in Table 4. We
can first observe that FTrojan can bypass Neural Cleanse on GTSRB and
CIFAR10. The reason is that, based on the design nature, Neural Cleanse
is effective when the trigger is relatively small and fixed. However, the injected
trigger of FTrojan is dispersed over the entire image, and thus makes Neural
Cleanse less effective in such cases.
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Table 5. Defense results of ABS. Small REASR values mean that FTrojan success-
fully bypass the detection of ABS.

Dataset REASR (Feature Space) REASR (Pixel Space)

Clean Backdoored Clean Backdoored

CIFAR10 0 0 0 0

Table 6. Defense results of STRIP. Most of the poisoned images by FTrojan can
bypass the detection of STRIP.

Dataset False Rejection Rate False Acceptance Rate

GTSRB 4.10% 98.00%
CIFAR10 10.95% 77.40%

ABS. ABS [33] is a defense technique that scans through each neuron to see if
its stimulation substantially and unconditionally increases the prediction prob-
ability of a particular label. It then reverses the trigger based on the identified
neurons, and uses the trigger to attack benign inputs. If the ASR of the reversed
trigger (i.e., REASR) is high, ABS reports the model as being backdoored. We
use the implementation of ABS provided by the authors [1], which provides a
binary executable file to run on CIFAR10. Thus, we only report the results on
CIFAR10 in Table 5. We can observe that ABS cannot detect the backdoored
model by our FTrojan attack. The probable reason is as follows. ABS is ef-
fective in terms of identifying one neuron or a few neurons that are responsible
for a target label. However, the injected trigger by FTrojan scatters over the
entire image in the spatial domain, which may affect a large number of neurons.
STRIP. STRIP [18] is an online inspection method working at inference stage.
Its basic idea is that, if a given test image contains a trigger, superimposing the
test image with clean images would result in a relatively lower classification
entropy. Then, STRIP uses the entropy of the superimposed image to decide
whether the test image contains a trigger. We apply STRIP on the test inputs
and the results are shown in Table 6. We implement STRIP ourselves. The key
parameter of STRIP is the entropy boundary, and we search it within our best
efforts. The boundary is set to 0.133 for GTSRB and 0.30 for CIFAR10. In the
table, we report the false rejection rate (the probability that a benign input is
regarded as a poisoning input) and false acceptance rate (the probability that a
poisoning image is regarded as a benign input) as suggested by STRIP. We can
observe that STRIP yields a high false acceptance rate on both datasets, meaning
that most of the poisoning images by FTrojan can bypass the detection of
STRIP. For example, on CIFAR10 data, over three quarters of the poisoning
images can bypass STRIP detection, and over 10% clean images are misclassified
as poisoning images. The reason for the ineffectiveness of STRIP is that, when
multiple images are superimposed in the spatial domain, the frequency domain
of the superimposed image would change dramatically compared to the original



10 T. Wang et al.

Table 7. Defense results of Februus. All the results are percentiles. FTrojan sig-
nificantly degenerates Februus’s effectiveness. After applying Februus, although the
ASR decreases by 15 - 25%, the BA decreases up to 75%.

Dataset Before Februus After Februus

BA ASR BA ASR

GTSRB 97.56 88.62 22.15 72.82
CIFAR10 86.42 99.55 10.60 76.73

Table 8. Defense results of NAD. All the results are percentiles. NAD is ineffective
in terms of defending against FTrojan. The ASR is still high after applying NAD.

Dataset Before NAD After NAD

BA ASR BA ASR

GTSRB 96.47 98.46 96.33 98.15
CIFAR10 81.12 99.80 78.16 99.41

test input. Consequently, the trigger would be ineffective after superimposition
and thus cannot be detected by STRIP.
Februus. With the assumption that triggers are usually not in the center part
of an image, Februus [16] first identifies and removes the suspicious area in
the image that contributes most to the label prediction using GradCAM [43],
and then uses GAN to restore the removed area. We use the implementation of
Februus provided by the authors [2], and keep the default parameter settings.
The results are shown in Table 7. It can be observed that after the images are
sent to Februus for sanitization, although the ASR decreases by 15 - 25%, the
BA drops significantly by up to 75%. The reason that Februus’s performance
significantly degenerates against our FTrojan attack is as follows. The trigger
of FTrojan is placed on the entire image in the spatial domain, making it
difficult to spot the suspicious area (see Figure 4 for examples). Additionally,
when a relatively large area is removed (which is often the case of our attack), the
restored image would introduce serious distortions, and thus make the training
on such images less effective on the benign inputs.
NAD. NAD [29] utilizes a teacher network trained on a small set of clean
data to guide the fine-tuning of the backdoored student network, so as to erase
the effect of triggers. The teacher network shares the same architecture with
the student network. During knowledge transfer from the teacher network to
the student network, NAD requires the alignment of the intermediate-layer’s
attention. We use the implementation provided by the authors [4] and keep the
default parameters. The results are shown in Table 8.8 It can be observed from

8 Here, for better reproducibility of the results, we use the same model in the NAD
repository instead of our CNN models. Therefore, the BA scores in the table is
slightly lower than the previous results.
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clean poisoning clean poisoning

Fig. 4. The responsible region for prediction by GradCAM [43]. Our attack does not
introduce unusual regions as existing spatial triggers.

the table that after applying NAD, the ASR is still very high meaning that NAD
is ineffective in terms of erasing the impact of our attack. The possible reason is
that the parameters of the backdoored model do not deviate significantly from
those in the clean model, as our triggers are very small (in terms of pixel values)
and dispersed across the entire image. Therefore, knowledge transferring from
clean model may not help in such cases.
Visual Capture by GradCAM. We next illustrate the reason of the ineffec-
tiveness of existing defenses. Specifically, we use GradCAM [43] to capture the
influential area in an image that is responsible for the prediction, and some ex-
amples are shown in Figure 4. Warmer colors indicate more influence. The first
two and last two images are selected from ImageNet and PubFig, respectively.
We can observe that the warm areas of the poisoning images do not contain
unusual regions as existing spatial triggers (see the supplementary material for
some examples). Additionally, the warm areas of poisoning images are similar to
that of clean images, but generally covering a relatively larger area. This breaks
the underlying assumptions of existing defenses that rely on identifying a small,
unusual region that significantly determines the prediction results.
Adaptive Defenses. Finally, we evaluate the effectiveness of FTrojan against
adaptive defenses that directly operate on the frequency domain. In particular,
we consider two adaptive defenses, i.e., anomaly detection and signal smoothing
in the frequency domain. For the former, we evaluate whether the attack can be
identified by applying existing anomaly detection methods on the images, and the
results show that such defenses are ineffective (see the supplementary material
for detailed results). For the latter, we consider three filters, i.e., Gaussian filter,
Wiener filter, and BM3D [14], which are widely used in image denoising and
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Table 9. Defense results of Gaussian filter, Wiener filter, and BM3D. Although these
filters lower the ASR of FTrojan, they also significantly degenerate the BA perfor-
mance.

Filters and Parameters GTSRB CIFAR10

BA ASR BA Decrease BA ASR BA Decrease

Original 97.20 - - 87.12 - -

Gaussian filter (w = (3, 3)) 90.81 8.45 -6.39 69.72 26.38 -17.40
Gaussian filter (w = (5, 5)) 89.20 6.40 -8.00 53.21 19.48 -33.91
Wiener filter (w = (3, 3)) 92.87 3.54 -4.33 70.24 9.16 -16.88
Wiener filter (w = (5, 5)) 89.79 3.08 -7.41 61.04 5.84 -26.08

BM3D (σ = 0.5) 92.31 4.42 -4.89 82.34 15.84 -4.78
BM3D (σ = 1.0) 91.53 10.82 -5.67 81.40 19.33 -5.72

restoration. We apply these filters to the training data before feeding them to the
model. We evaluate these filters in a wide range of parameters and observe similar
results. The results are shown in Table 9. It is observed that although these filters
are effective in terms of lowering the ASR, they also significantly degenerate the
BA performance (e.g., from 4.33% to 33.91% absolute decrease). For Gaussian
filter and Wiener filter, the minimum window size is 3× 3, and larger w leads to
stronger smoothing. We observe that even with the minimum window size, the
BA already significantly decreases (e.g., 17.40% and 16.88% absolute decreases
for Gaussian filter and Wiener filter on CIFAR10). For BM3D, we vary the noise
standard deviation parameter σ, with larger σ indicating stronger smoothing. It
is observed that even with σ = 0.5, the BA still significantly decreases. Overall,
these results imply a fundamental accuracy-robustness trade-off for the above
defenders.

In summary, the above results show that our FTrojan attack can bypass or
significantly degenerate the performance of the state-of-the-art defenses, as well
as anomaly detection and signal smoothing techniques in the frequency domain.
These results indicate that new defending techniques are still in demand to protect
against our FTrojan attacks.

4 Related Work

Backdoor Attacks. Backdoor attacks are introduced by [20, 11], where pre-
defined triggers are injected into training data so that the trained model would
mis-predict the backdoored instances/images as a target label. Later, researchers
pay more attention to robust backdoor attacks that could reduce the effective-
ness of existing backdoor defenses [58, 40, 44, 31, 22, 41, 37]. For example, Yao et
al. [58] generate triggers whose information is stored in the early internal lay-
ers. Salem et al. [41] and Eguyen et al. [37] propose dynamic backdoor attacks
to generate dynamic triggers conditioned on the input images. For the above
backdoor attacks, although their evaluations show that they can bypass some
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defenses such as Neural Cleanse [51] and STRIP [18], the generated triggers
are still visually identifiable to a large extent.

Later, several researchers propose to make the triggers less visible by dispers-
ing the trigger to a much larger area of the image. For example, SIG [7] transfers
the images with superimpose signals (e.g., a ramp signal or a sinusoidal signal),
and triggers are contained in the varying background. Refool [35] defines trig-
gers resembling to the natural reflection phenomenon, and shows that it is resis-
tant to several defenses including Fine-pruning [32] and Neural Cleanse [51].
Although these attacks follow the black-box setting, the triggers are still visually
detectable. Recent work [28, 38, 17, 30] has successfully created invisible and ef-
fective backdoor attacks. For example, Doan et al. [17] jointly learn the stealthy
trigger and the optimal classifier under a constrained optimization framework. Li
et al. [30] borrow the idea from image steganography [61] by hiding an attacker-
specified string into images. However, they all require the control over the train-
ing process with knowledge of the learning model in use. Different from the above
work, we propose the first black-box backdoor attack that is both effective and
invisible through trojaning in the frequency domain of images.

There also exist backdoor attacks that directly inject triggers into the trained
networks without accessing the training data [34, 47, 13, 39]. In these attacks, the
triggers can be inverted from the trained networks and then injected into the test
images. For example, TrojanNN [34] identifies triggers that could maximize the
activations of certain specific neurons, and retrains the model with generated
images (both with and without triggers). Pang et al. [39] further study the
connections between adversarial attacks and model poisoning attacks, leading to
optimized version of TrojanNN against existing defenses. However, the generated
triggers of these attacks are still visually identifiable.
Defenses against Backdoor Attacks. Existing backdoor defenses can be
roughly divided into three categories, i.e., model inspection, trigger detection
or erasion, and model tuning. Defenses in the first category focus on inspecting
whether a given DNN has been backdoored [51, 33, 9, 21, 10, 25, 23]. For example,
Neural Cleanse [51] propose to identify the shortcuts (small perturbations) across
different labels to decide whether a model is backdoored or not. If the model is
backdoored, it further reverts the trigger from the identified perturbations, and
propose mitigate the attacks based on the reverted trigger. DeepInspect [10] is
similar to Neural Cleanse except that it does not require the access to training
data and the model parameters. Instead, DeepInspect infers the training data
via model inversion [57]. ABS [33] first identifies the neurons that substantially
maximize the activation of a particular label, and then examines whether these
neurons lead to a trigger.

Assuming that the given DNN has been backdoored, defenses in the sec-
ond category mainly aim to detect whether an instance has been corrupted or
how to erase the triggers in the input images [48, 12, 36, 50, 18, 16]. For example,
Tran et al. [48] find that corrupted instances usually have a signature in the
spectrum of the covariance of their features, and train a classify to detect such
instances. STRIP [18] propose to add perturbations on the test image to check
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if it has a trigger, based on the intuition that trojaned images usually make the
consistent prediction (i.e., the target label) even when various perturbations are
added. Februus [16] first deletes the influential region in an image identified by
GradCAM [43], and then restores the image via GAN.

In the third category, the defenses still assume that the model has been
backdoored and propose to directly mitigate the effect of the backdoor attacks
by tuning the models [32, 60, 29]. For example, Fine-pruning [32] prunes and
fine-tunes the neurons that are potentially responsible for the backdoor attacks;
however, it was observed that Fine-pruning could bring down the overall accu-
racy of the given model. Zhao et al. [60] introduce mode connectivity [19] into
backdoor mitigation, and found that the middle range of a path (in the loss
landscapes) connecting two backdoored models provides robustness. NAD [29]
uses a teacher network trained on clean data to erase the triggers’ effect in the
backdoored student network via knowledge distillation.

5 Conclusion and Discussion

In this paper, we propose a black-box, frequency-domain backdoor attack FTro-
jan. We explore the design space and show that trojaning at UV channels, and
injecting mid- and high-frequency triggers in each block with medium magnitude
can achieve high attack success rate without degrading the prediction accuracy
on benign inputs. The poisoning images of FTrojan are also of higher per-
ceptual quality compared with several existing backdoor attacks. In terms of
defending against our backdoor attacks, we show that the proposed FTrojan
can bypass or significantly degenerate the performance of existing defenses and
adaptive defenses.

Currently, we evaluate our attack against CNNs only. How can it be extended
to other models and how does it perform on other learning tasks such as natural
language processing tasks are unclear. We plan to explore such directions in
future work. To defend against the proposed attacks, we also plan to design more
robust defenses that go beyond the current assumption of backdoor attacks in
the spatial domain. For example, one possible direction is to explore the subtle
behavior difference between poisoning samples and benign samples.
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