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1 Content

This supplementary material provides details on our quantitative evaluation
(Section 2) and more diverse qualitative examples (Section 3). We also provide
the user study details (Section 4) and examples of our analysis of content-biased
features vs. style-biased features in the generator (Section 5). We provide imple-
mentation details for transferring content features (Section 6). Lastly, we discuss
failure cases of our method (Section 7).

2 Additional Quantitative Analysis

In Table 1 and Table 2, we provide our more detailed scores from our quantitative
analysis (in terms of the following four metrics: PSNR, SSIM, IQM, and FID)
with PACS [4] and Office-Home [8] datasets, respectively. Note that Office-Home
contains a meaningful portion of gray-tone images, which makes our baseline
model being placed in the higher rank though it produces poor performance in
colorization (compare 2nd vs. 3rd rows in Fig. 3).

3 Additional Qualitative Analysis

We provide more diverse examples to compare colorization performance with
conventional colorization approaches (Fig. 1) and with existing domain gener-
alization techniques (Fig. 2 and Fig. 3 on the PACS [4] and Office-Home [8]
datasets, respectively).

4 User Study Details

Recall from Section 4.4 in the main paper, we have conducted a user study to
quantitatively evaluate the quality of the colorization performance. In this user
study, participants are asked to answer the following two questions:
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– Q1 (Naturalness): “Do you think the provided image looks naturally col-
ored?”

– Q2 (Perceptual Realism): “Which of the following images are the best?”

Images were randomly sampled from each domain on the PACS and Office-Home
datasets. Overall 34 human evaluators were recruited offline. We required them
to answer 360 questions (each for 180 questions) and 12,240 votes are collected.
In Fig. 4, we provide a sample of the questionnaire we used. In Table 3, we also
summarize our results from the user study.

5 Content-biased vs. Style-biased Features in Generator

Recall from the Table 2 (model H) in the main paper, we verified our motivation
behind transferring content feature statistics by evaluating a variant model of
ours where we apply AdaIN to the content of ol with the style of z (instead of
using the content of z with the style of ol). In Fig. 6, we provide examples of gen-
erated images. Examples in the first three columns are produced with our default
architecture, while the last three columns are examples of using the content of
ol with the style of z. As consistent with our main paper, constraining the gen-
erator towards using content-biased features degrades the overall performance
in colorization.

6 Implementation Details for Transferring Content
Features

Recall from Section 3.3, we use a style transfer technique using an AdaIN – i.e.
given content information from z, we transfer style feature statistics of ol from
the intermediate layer of G. In our experiment in the main paper, we set l = 5.
As shown in Table 4, we further provide our ablation study on the choice of l.
Specifically, we experimented with the following two settings: (i) l = 5 and (ii)
l ≥ 5 where we transfer style feature statistics of all ol for l ≥ 5. As such style
transfer techniques are not generally applied to high-level representations (l < 5),
we only compare the above two cases. As shown in Table 4, we observe that the
best performance is achieved by setting l = 5, i.e. adding more style transfer
layers slightly degrades the overall performance. This is further confirmed in
Fig. 7 where we observe marginal differences. Thus, we set l = 5 for better
computational efficiency.

7 Failure Cases and Discussion

we use our model to colorize artworks with various textures, drawn by Pollock,
and Gogh. In Fig. 5 (a), we observe that our model can colorize in a reasonable
way, but sometimes shows sub-optimal results when the domain shift is large,
which might be worth exploring as a future work.
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Further, in Fig. 5 (b), we observe that dealing with the multi-modal distri-
bution of colors is challenging. If each pixel has a multi-modal distribution of
colors, it results in mixed colors. This problem has been repeatedly reported in
the community, and it would be worth exploring multi-modal colorization.

Table 1. Colorization performance comparison in terms of four image quality evalu-
ation metrics: PSNR, SSIM, IQM, and FID. To observe DG algorithm with baseline
performance degradation in the domain generalization setting, we also compare each
model with the non-domain generalization (DG) setting, Abbr.: P (Photo), A (Art
Painting), and C (Cartoon). Data: PACS.

Models
PSNR ↑ SSIM ↑ IQM ↑ FID ↓

P A C Avg. P A C Avg. P A C Avg. P A C Avg.

Zhang et al. [9] 29.62 29.66 32.39 30.56 0.68 0.65 0.61 0.65 1.85 1.93 1.90 1.89 37.35 23.69 31.31 30.78

Zhang et al. (non-DG setting) 33.77 31.49 35.17 - 0.87 0.76 0.74 - 1.84 1.83 1.85 - 10.01 16.95 11.92 -

Iizuka et al. [2] 30.11 29.57 32.74 30.81 0.72 0.65 0.72 0.80 1.87 1.86 2.00 1.91 26.00 22.35 22.20 23.52

Iizuka et al. (non-DG setting) 33.68 31.66 35.13 - 0.86 0.78 0.82 - 1.88 1.84 1.80 - 14.66 15.61 12.26 -

pix2pix [3] 29.68 29.52 31.94 30.38 0.66 0.63 0.60 0.63 1.77 1.83 1.81 1.80 24.19 26.40 25.26 25.28

pix2pix [3] (non-DG setting) 31.60 29.99 33.09 - 0.81 0.68 0.63 - 1.86 1.82 2.00 - 21.69 26.36 15.80 -

pix2pix + DANN [1] 29.62 28.41 32.34 30.12 0.65 0.49 0.64 0.59 1.77 1.44 1.83 1.68 28.74 24.88 22.54 25.39

pix2pix + CORAL [7] 29.84 29.56 32.37 30.59 0.67 0.64 0.64 0.65 1.82 1.81 1.9 1.84 26.88 21.43 25.57 24.63

pix2pix + GroupDRO [6] 29.78 29.46 32.30 30.51 0.66 0.64 0.65 0.65 1.86 1.82 1.77 1.82 32.77 21.07 23.94 25.93

pix2pix + SagNet [5] 29.80 29.56 32.64 30.67 0.68 0.63 0.72 0.68 1.78 1.82 1.82 1.81 28.31 31.86 22.20 27.46

Ours 29.89 29.74 32.51 30.71 0.69 0.66 0.64 0.66 1.78 1.84 2.02 1.88 22.98 31.01 20.78 24.92
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Table 2. Colorization performance comparison in terms of four image quality eval-
uation metrics: PSNR, SSIM, IQM, and FID. Abbr.: C (ClipArt), A (Art), and R
(RealWorld). Data: Office-Home.

Models
PSNR ↑ SSIM ↑ IQM ↑ FID ↓

C A R Avg. C A R Avg. C A R Avg. C A R Avg.

Zhang et al. [9] 35.20 30.78 30.77 32.25 0.75 0.74 0.72 0.74 1.55 1.72 1.61 1.63 15.28 21.50 16.54 17.77

Iizuka et al. [2] 35.41 30.6 32.00 32.67 0.82 0.74 0.80 0.79 1.46 1.50 1.47 1.48 15.15 23.01 13.58 17.25

pix2pix [3] 33.98 31.13 32.96 32.69 0.69 0.73 0.81 0.74 1.65 1.71 1.52 1.63 19.92 23.48 14.84 19.41

pix2pix + DANN [1] 30.01 31.38 31.82 31.07 0.48 0.77 0.76 0.67 1.48 1.61 1.50 1.53 33.14 20.72 13.73 22.53

pix2pix + CORAL [7] 32.59 31.75 32.11 32.15 0.68 0.77 0.75 0.73 1.41 1.72 1.57 1.57 15.92 19.17 13.17 16.09

pix2pix + GroupDRO [6] 33.78 29.75 32.41 31.98 0.76 0.69 0.79 0.75 1.36 1.54 1.52 1.47 15.09 25.12 14.84 18.35

pix2pix + SagNet [5] 34.58 30.89 30.29 31.92 0.68 0.72 0.61 0.67 1.58 1.70 1.55 1.61 16.24 17.73 22.12 18.69

Ours 33.75 31.20 31.93 32.29 0.69 0.74 0.75 0.73 1.43 1.62 1.52 1.52 16.01 16.85 11.89 14.92

Table 3. Evaluation of perceptual realism by a user study. Participants were asked to
answer two questions for evaluating naturalness and perceptual realism.

Models Naturalness ↑ Perceptual Realism ↑

Ours 41.68% 48.35%

pix2pix + DANN [1] 22.60% 6.66%
pix2pix + CORAL [7] 34.92% 18.01%
pix2pix + GroupDRO [6] 32.08% 13.97%
pix2pix + SagNet [5] 24.07% 13.00%

Fig. 1. Additional colorization performance comparison with conventional colorization
approaches. Data: PACS
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Fig. 2. Additional qualitative colorization performance comparison with four alterna-
tive domain generalization techniques. All models are built upon our baseline pix2pix [3]
architecture and we add regularization losses to improve the model’s generalization
power. Data: PACS.

Table 4. Ablation study on the choice of the hyperparameter l. Abbr.: P (Photo), A
(Art Painting) and C (Cartoon). Data: PACS

Models
PSNR ↑ SSIM ↑ IQM ↑ FID ↓

P A C Avg. P A C Avg. P A C Avg. P A C Avg.

l = 5 29.89 29.74 32.51 30.71 0.69 0.66 0.64 0.66 1.78 1.84 2.02 1.88 22.98 31.01 20.78 24.92

l ≥ 5 30.01 29.71 32.70 30.81 0.71 0.66 0.68 0.68 1.77 1.74 2.03 1.84 26.47 31.98 24.38 27.61
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Fig. 3. Additional qualitative colorization performance comparison with four alterna-
tive domain generalization techniques. All models are built upon our baseline pix2pix [3]
architecture and we add regularization losses to improve the model’s generalization
power. Data: Office-Home.
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(a) (b)

Fig. 4. A sample of the questionnaire for our user study. Two questions are asked for
participants to answer: (a) Q1(Naturalness: “Do you think the provided image looks
naturally colored?”) and (b) Q2(Perceptual Realism: “Which of the following images
are the best?”).

Fig. 5. Failure Cases. In (a), we observe that our model fails to colorize image of large
out-of-distribution. In (b), we observe that dealing with the multi-modal distribution
of colors is challenging.
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Fig. 6. Qualitative Colorization Performance Comparison with zAdaIN (our default
setting using the content of z with the style of ol) and oAdaIN (using the content of ol
with the style of z).

Fig. 7. Ablation study results on the choice of the hyperparameter l. Data: PACS [4]
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