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This supplementary material contains the following details that we could not
include in the main paper due to space restrictions.

– (Sec. 1) Details of the computing infrastructure.
– (Sec. 2) Comparison with LoRA [1].

1 Details of computing infrastructure

Our codes are based on Pytorch [2], and all models are trained with NVIDIA
A100 Tensor Core GPU.

2 Comparison with LoRA [1]

LoRA, a closely related work, shows that formalizing the weight changing as
a low-rank matrix can also improve the fine-tuning performance. Therefore, we
compare with Align+LoRA to verify the effectiveness of the proposed Decom-
position method. As illustrated at Table 1, by applying the LoRA with Align,
the performance could improve by 0.4%. However, it is still weaker than the
proposed DnA with an obvious margin of 0.5%.

Table 1: Compare with LoRA [1] in terms of the 5-shot performance on
iNaturalist-1k.

Method Accuracy

Align 47.4
Align+LoRA 47.8
DnA (Ours) 48.3
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